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Demand Forecasting

How Many Ernies?

       Each year toy makers, such as Mattel, must make a set of important decisions that will decide the economic performance of their firms. Many months prior to the Christmas season, they must decide which toys will be "hot" and which will not.  Toy retailers must also make the right decisions or they will face unhappy customers and be stuck with slow moving merchandise.  How could anyone have known in time that a pajama-clad doll called “Sing & Snore Ernie” would be a hot item?  In December of 1997, parents were willing to pay $400 for this scarce $30 doll.  It was “Tickle Me Elmo”
 all over again.

      A root cause of this problem is long manufacturing and distribution lead-times.  Toy manufacturers must ramp up production by mid-year to ensure that they have a sufficient number of the best sellers and few of the dogs.  A more important root cause is that adults really can’t predict what children will want.  In short, what parents value has little to do with what their little tyrants will demand.

          While nobody knows for sure, Mike Domaine of Digital Research, Inc. has a demand forecasting process that seems to work.  This year, this Kennebunk, Maine firm was able to predict in July that “Sing & Snore Ernie” would be a winner.  How did Mike know this?  Partly because a three year old, named Caitlyn Gearin, confided to him that she "liked to tuck Ernie into bed."

          This was not a chance conversation.  Mr. Domaine's market research firm uses a two-stage process.  Each year, toy manufacturers submit their new products for evaluation by the ultimate consumers.  In the first stage, a specific mix of 100 children is selected from child-care centers to evaluate the new toys.  The children are divided into focus groups with "equal representation from those who like action figures, board games, construction toys, dolls, and arts and crafts."  In June, the children are gathered to rate their top three choices in each category.  By the end of June, the focus groups have reduced the 380 candidate-toys to 63 finalists--the top three in each of 21 categories.

          In the second stage, the finalist toys are shipped to KinderCare Learning Centers around the country where specially trained teachers observe how children "take to the toys."   This year, the 550 children cast secret ballots ranking their favorites.  After 32,000 kid-hours of research, Ernie won in his category with the low score of 1.86.   Family Fun magazine then uses these results as the basis of its Toy of Year Award that is the equivalent to an Oscar in the toy industry.

    Source: Joseph Pereira, "To These Youngsters, Trying Out the Toys is Hardly Kids' Play," WSJ, 12/17/97, p.1.


INTRODUCTION   

The challenge of “How Many Ernies?” illustrates the two demand forecasting related tasks that system designers must confront.  The first is that of determining the magnitude and timing of the demand the firm should plan to satisfy.  The system designer needs to know this to ensure that the firm’s supply chain will have sufficient capacity to meet planned “sales objectives.”  The term, sales objectives, is used instead of demand because the firm’s strategy may not call for it to satisfy all demand.  If the firm’s sales objectives are higher than the demand forecast, then the firm needs to rethink its product, pricing and promotion plans.

The firm needs to know the pattern at which demand occurs if it hopes to have the capacity to make and deliver goods when and where it is needed.  Having snowboard making capacity in May is not that useful.  Nor is snowboard inventory in Alabama.  The system designers need to know these demand attributes because what they design will be judged on how well it expends scarce factors of production to support the firm’s marketing programs.  In short, it needs to enable the firm to have the right product at the right location at the right time.  This system design challenge is called the how much, where, and when challenge (AKA the HMWW Capacity Challenge).

The second demand related system design challenge involves building an information system that collects data and transforms it into useful inputs to the demand forecasting processes.   This is called the demand information system challenge (DIS Challenge).   The nature of what needs to be forecasted with this challenge is quite different.  Specifically, the DIS task is that of deciding how best to gather information on the market and customers in order to enhance the firm’s demand forecasting capabilities.  The performance metrics for these processes are:

· Does it provide the demand information in the detail needed to make it useful?

· Do they arrive in a timely fashion and in the most useful format?

· Does the system tap the best sources of information as inputs to the forecasting process?

· Is the forecast reasonably accurate—especially when the pattern of demand is changing?

· Does the process understand the sources of uncertainty?

Since reduction of variance is an important goal of most business processes, operations managers need to understand the causes for this uncertainty. To understand uncertainty better is useful to categorize it as:

· Demand uncertainty:  To what extent will the market for the firm’s existing and future products grow or shrink over time?  Will the firm’s market share increase or decrease as other competitors enter or leave the market?

· Technological uncertainty:  What new technologies are likely to impact the firm’s product innovation process and its supply chain management process?   Are there any technologies that the firm should consider as potential disruptive technologies?  Are there technological innovations in other fields/markets that might migrate to your marketplace?

· Factors of Production Uncertainty:  Will adequate quantities of reasonably priced raw materials and labor be available?  How many of current employees are likely to retire or move on over the next five years?  Will their replacements necessitate additional human resource training and/or a redesign of the firm’s organizational structure?  Will the supplies of natural resources and parts components being able to keep up with the anticipate growth?

· Societal Uncertainties:  Will future societal change necessitate changes in the way the firm currently does business?   What impact will inter-government treaties, such as NAFTA, have on the markets the firm serves and the supply chain it uses?  What post-WTC uncertainties should a firm consider as its plans to operate on a global basis?  And most importantly, how will increased environmental concern impact the way products are designed and manufactured. 

While this shell will focus primarily on demand uncertainties, we do not mean to diminish the importance of the other three uncertainties.
DEMAND FORECASTING—SOME STRATEGIC ISSUES

      Both the HWMM and the DIS challenges face important information sourcing issues.  They are”

· Should the demand forecasts be based on history or are there better inputs for predicting future events?  For stable product, past sales may be a good basis for predictions.  Management need not intervene except when something unusual and significant happens.  But for new products or products experiencing rapid change, the past will not do.  What is needed is a model that will enhance the firm’s understanding of its customers and the marketplace.

· How much detail is necessary to serve the needs of the firm’s internal customers?  Should the forecast be aggregated sales or do we need to predict demand in greater detail, i.e., the number of 8-ounce tubes of Crest toothpaste sold at the Gilroy Wal-Mart during the first Monday of July.  Don’t laugh, companies are collecting data in this detail.  But detail is not always useful.

· What are the best sources of information?  If historical data is used, should we use intrinsic data, i.e., data from the same phenomenon, or extrinsic data?  Using weather to predict soccer game attendance would be an example of extrinsic data.  The extent to which a firm uses sources outside its legal framework is a strategic issue.  Some of the extrinsic data that firms use are:

· Generic data on the well-being of global, national, or business sector of the economies.  Since the demand that a firm experiences is driven by economic activity, it makes sense to explore the relationships that may exist between your company’s sales and some national statistic.  If a relationship exists, hopefully the generic time series leads your time series.
· Industry specific data often provides more useful inputs.  Within the electronics industry, the bill-to-book ratio gives an indication as whether the rate firms are receiving new orders is more than the rate the industry is shipping product.  A ratio above one is a good thing.  In a similar vein, the nation’s purchasing agents provide a reading of the likely purchasing rate for industrial goods.  Many others exist, the challenge is to find industry specific time series that provide timely insights as to what is happening in your industry.

· Situation specific data may provide the most meaningful input to the operations planning process.  As the manager of a firm selling gardening-related products, I found it useful to study the weekend weather forecast, the number of retailers selling products on promotion, and any significant weekend event that might given potential users of the product a reason for not working in the garden.  As an operations manager, you use what works best.

Another source of information lies within the organization.  Sales persons and other company employees that work closely with customers or the marketing channel often possess information that would be useful to the demand-forecasting task.  The challenge is to gain access to their knowledge since they often have many other activities claiming their time.  .

· Should the demand forecasting business process be centralized at the corporate level or done on a decentralized basis within the business units?   Just about every software vendor has demand management/forecasting modules that are tied directly to a firm’s order entry processes.  Strong arguments can be made for using these, but I fear that they may also lose much valuable information that only the folks operating in the field know.
These are strategic issues.  As is the case with most other facets of strategy, if demand-related forecasting processes are not designed right, the rest of the organization will suffer. 

DEMAND FORECASTING, DEMAND MANAGEMENT AND DEMAND TRACKING

      In everyday life, the terms, forecasting and predicting are often used interchangeably.  Such is not the case in operations management.  We define demand forecasting as the business process that attempts to estimate sales and the use of products so that they can be purchased, stocked, or manufactured in appropriate quantities in advance to support the firm's value adding activities.   Note that the term, "use of product," is included in this definition since at each stage of the supply chain, some internal or external customer is placing a demand on the upstream business unit for goods and services.

      David Ross, a forecasting guru, defines the terms forecast and prediction as follows. 1
"A forecast is an objective estimate of future demand attained by projecting

a pattern of events of the past into the future."

Literally, the word forecast means to "throw ahead, to continue what historically has been happening.  

“A prediction is a subjective estimate of what events will happen in the future,

based on extrapolating or interpreting data that occurred in the past.”

Prediction, or "saying beforehand" is the process whereby management uses subjective judgements to decide whether events will be repeated based on past experience or to anticipate changes arising from new environmental, geographical, political, or demand patterns." 

BugOff demand = 500,000 units + 1200 times the average rainfall two months earlier

This would a forecast.  If however, BugOff's sales manager thought for a minute and said, "Given the rain we've had, I think our sales in June will be 550,000 units," then this is a prediction.  Clearly, the distinction between what Ross calls a forecast and a prediction can get a bit fuzzy. *

     The second definition is for the term, demand management, which is a business process that seeks to coordinate and/or influence the pattern of demand arrivals to achieve a mutually satisfying sales transaction.

This proactive approach is based on the premise that the customer either will or must accept having the timing of the product delivery transaction influenced by the capacity limitations of the selling organization.  In services, this is routinely done by businesses that ask customers to schedule an appointment such is done when booking a flight on an airplane or a time to get your hair done.

      The third definition is for the term demand tracking.  In some business situations, there are just too many items to expend significant managerial resources to forecast the demand for each individual item.  Firms, such as Caterpillar, stock hundreds of thousands of different spare parts in its distribution warehouses.  Demand tracking is a business process that systematically records what has just happened.  Often a business will assume that what has just happened is an acceptable basis for making short term forecasts of what will happen in the next period   By using the management by exception principle, the outputs of the demand tracking process outputs are used by firms to direct scarce managerial resources to those areas that warrant attention.  Only when something unusual occurs, does the operations manager intervene.

___

*    These subjective predictions are sometimes call SWAGs, which is an acronym for Scientific Wild Ass Guess.  The   origin of this term is unknown but it clearly implies the source of the forecast.
Service firms often seek to dissolve the demand-forecasting problem by asking their customers to make an appointment.   This allows the firm to bring in only those resources needed to meet schedule service demand.  

When overt demand scheduling is not possible, some service firms use their understanding of their customers' values to covertly cause them to "volunteer" to change their buying patterns.  Some firms seek to manage customer behavior by providing system congestion information and by offering off-peak prices.  Health clubs inform their customers when their facilities are least crowded.  Food stores time promotional ads to induce cost-conscious customers to shop on slow days.  Others advertise their capacity constraints as does Bekins, the household moving firm, with its slogan, "We would rather turn you down than let you down."  Airlines and hotels offer off peak prices.   Service firms discovered demand management to be just good business.
      In the manufacturing arena, make-to-order firms adjust "promised delivery dates" to schedule a customer's order within the plant.  When the firm is busy, some firms quote a due date that is further out rather than adjust their system's capacity.  This is done when short-term capacity adjustment is not feasible.  Customers with urgent needs can often get an earlier delivery date--but this may involve higher prices--as is routinely done by Hewlett-Packard and Federal Express. 

Some Guiding Philosophies 

     Two quotes from Oliver Wight, an early operations management guru, guide our thinking. 2
“There is no such thing as a reliable forecast.”

“Unless the system is 100 percent reliable, it must be made simple enough so that

the people who use it will know how to use it intelligently.”

The first quote guides both the designers and users of demand forecasting processes that they should avoid seeking the impossible.  Demand forecasters should try to improve their processes and provide more reliable predictions, but their decision-making processes must remain flexible enough to accommodate "reasonable forecasting errors."  Waiting for the perfect forecast is folly.
     The second quote urges the designers of demand forecasting system to identify the users of their forecasts, explain the strengths and weaknesses of the analytical tools, and then work to delight those in need of accurate demand forecasts.  Effective employee involvement in demand forecasting requires accessible analytical models that help users to understand and take ownership of the process. 

     A key concept in demand forecasting is pattern recognition.  Nobel Prize winner, Herbert Simon, studies on decision making led him to argue that pattern recognition is critical, i.e., "the more relevant patterns at your disposal, the better your decisions will be."3   In earlier times, successful managers crafted their working model to explain demand phenomena by assimilating experiences and the scarce data they had at hand.  Information technology advances now presents managers a different problem—they have too much data.  

      Once relevant demand patterns have been observed, management often is faced with three choices: 

· Doing something quickly to capitalize on this knowledge before the competition can.

· Doing something to correct the patterns if they have an adverse impact on the firm's well being. 

· Making, use of patterns to enhance the ongoing decision-making processes--such as demand forecasting. 

The first two of the above relate to the strategic capabilities of the firm.  Note the importance of agility, i.e., the organization’s ability to quickly recognize an emerging pattern and being able to quickly decide what response is prudent and then to implement the action plans.   Having analytical skills to quickly recognize changing demand patterns but not having the capability to respond in a timely manner is waste.  

A Five-Step Forecast System Design Process

The system design phase, the demand forecasting process must address the following issues: 

1.   Identify the internal customer and decision-making processes that the forecast will support.  An implicit part of this step involves determining:

a.
What is to be forecasted?

b. What level of detail is needed to support the decision making process?

c. Within reason, when does the user need this information?

2. Identify the likely sources of the best data inputs.

3. Select forecasting techniques that will most effectively transform available data into timely, reliable forecast information over the most appropriate planning horizon.

4. Apply the proposed technique to gathered data for the appropriate business process.   State assumptions explicitly in writing.

5. Monitor the performance of the forecasting process, as for any continuous-improvement or quality-management process. Periodic reviews of the basic assumptions that underlie forecasts help to keep the process for future forecasts on target.
A word of caution: no forecasting process, however well conceived and carefully implemented, can consistently provide perfect forecasts.  Indeed, any forecast that perfectly predicts future events must raise serious suspicions.  Investigation may reveal that demand for an item is being "managed" by an upstream process.  This situation dissolves the need for the demand forecast.  A perfect forecast may also indicate more sinister developments like someone "cooking the books" or reporting performance data that shows conformance with plans rather than actual events.  Wall Street analysts may love this but the operations manager must be suspicious.

      In Step 1, the forecaster evaluates the needs of the internal customers for a forecast. The specific organizational situation must dictate the choice of forecasting process to align it with the information needs of decision-makers.  Makridakis and Wheelwright have summarized six characteristics of the forecasting environment that drive this decision: 4
· Time Horizon: The forecasting process should suit the period of time over which the decision-maker's current actions will affect business performance. As discussed earlier, the time horizon of an operations management forecast depends on the OM system's market orientation and its lead times. 

If a system takes 10 weeks to build an ordered product, then its forecast demand is 10 weeks after the current date or longer. An operation that can respond in 2 weeks can work with a shorter, probably more accurate forecast. This suggests yet another benefit of fast-to-market production.

· Level of Detail: The level of detail in a forecast also depends on the user's need for information. Demand data aggregated over many products, markets, or time periods may make a forecast more reliable as variations offset one another; i.e., this can smooth the process, as long as users do not need data for more specific segments of demand. In fact, attempts to force data sources to provide more precise inputs may jeopardize cooperation by busy participants, especially when the data reporting system provides only aggregated information to them.

Before pressing for more detailed input, forecasters should assess the stability of the mix of demand. If the variables that drive an aggregate time series behave consistently, more detailed data may give no significant benefit. With inconsistent demand for specific segments in a mix, however, aggregation could either help or diminish the value of the forecast to its intended users. Offsetting moves by randomly fluctuating variables will stabilize a composite time series. Obviously, combining the data makes the forecasting process easier, but it may mask changes in particular segments of demand that would affect decision-making.

A lumber company vice president made this point vividly, saying, "I don't want to know the aggregate price of lumber. I need a short-term forecast of the 2x4s price relative to the price of 2x6s so I can tell my people how saw the logs." Clearly, this operations-level manager saw little value in a forecasting process that told him that the average price of a certain grade of lumber would be $16 higher.  This information would be most useful to a higher-level corporate planner trying to predict the firm's profitability.

· Number of Demand Segments: The amount of effort to devote to a forecast clearly depends on the range of demand covered by the forecast. To forecast demand for a single, critical product, a firm may want to expend considerable resources to get the best possible forecast. A demand forecast for 1,000 products should rely on methods for manipulation of mass data to exploit economies of scale in computation; a detailed forecast for each product would raise costs more than its addition to value.

· Control versus Planning: A forecasting process should meet users' needs for management control or planning functions. Control requires management by exception methods to generate early-warning signals when some aspect of operations exceeds acceptable performance limits.  This function requires forecasts
to detect variations in patterns of performance. In contrast, planning often assumes that current patterns will continue, so it needs forecasts to identify significant patterns that seem likely to continue.

· Constancy:  Reliable performance permits a forecaster to extrapolate past patterns to predict the future. Without constancy, the forecaster needs to adjust projections based on judgments of likely variations. 

· Existing Business Processes: Current users of demand forecasts should provide strong input about any changes to the system. Organizational inertia often dictates continued reliance on familiar tools.

Another influence on the choice of a demand forecasting process comes from the conflicting demands of system designers and system-users.  System design normally needs broader, longer-term forecasts to support resource management and capacity planning.  Aggregated demand information helps firms to determine a configuration of people, plant, and equipment that provides suitable capabilities and capacity to serve customers in the targeted market segment.  Demand forecast errors in this area usually leave the firm with either underutilized or over-extended operational resources.

      If the system designers need a forecast for an existing product, then many of the traditional forecasting tools can be used.  In these systems, one often either tries to use historical patterns of demand to project when is likely to occur over the time period in question.  In other situations, demand forecasters search for times series that have in the past proved useful to predict demand.  These often are generic time series, such as tons of corrugated medium shipments—a public statistic that has in the past proven to be a leading indicator.

     System-users often need forecasts that support more detailed intermediate and short-range decisions about staffing, producing, purchasing, and work scheduling.  The operations-level consequences of short-term forecast errors are excess inventory, lost sales, and increased job-expediting costs.  Operations managers often respond to systemic forecast errors by creating additional buffers in the form of safety inventory stocks, reserved capacity, or longer than necessary planned lead times.


     After the designers of a demand forecasting system have identified the internal customers and their informational needs, they can proceed to Step 2 that seeks to determine the best sources of input data.  The choice is often between the use of subjective inputs, numeric inputs, or some combination of both.  In this state, each potential source of information using three performance metrics:

· How well will it add to the reliability and accuracy of the forecast?

· How timely will the information be?

· How much will it cost to secure and use this information?

Having accurate, timely, low-cost forecasts is the goal, but system's designer normally has to accept tradeoffs.

     A consideration that arises when using subjective inputs is that the most informed persons may not always have the time or the temperament to provide meaningful inputs to the demand forecasting process.  The busy schedules of the best-informed managers may not allow them time to provide detailed inputs needed.  Least-informed sources, often found at corporate headquarters, may be quite willing to undertake this responsibility, but their ability to make reliable forecasts should be questioned.

     Indeed, three leading experts within the forecasting field claim, "judgmental forecasts are not necessarily more accurate than statistical ones, particularly when many forecasts are required on a frequent basis." 5    Their studies indicate that managers' subjective predictions tend to underestimate future uncertainty considerably and consistently.  Hence they argue that subjective inputs are most useful when they can indicate "forthcoming changes" especially changes in direction.  

     Information-age technology can help provide statistic-based systems with managerial inputs.  For example, an interactive dialog between business planners and line personnel can help them collaboratively come up with a better forecast.  Marketing guided by sales data has enhanced the selling capabilities of some companies. In the same way, emerging sources of market-level information can enhance the operations manager's database to improve demand forecasting.  Further processing can transform input data into critical nuggets of both detailed and aggregate demand data that satisfy the needs of decision-makers. Never before have companies brought together so much data with such powerful analytical capabilities to provide such meaningful, timely information to managers in such useful formats.

      Effective use of this technology will, however, require designers of information systems and forecasting processes to understand the needs and capabilities of working managers. The human-resource management function must support this potential by training corporate and field managers in techniques for mining a information database. The ideal image of such a data-rich forecasting system shows a regional sales manager sitting in a motel room each night feeding the latest market-level insights back to headquarters and reflecting on the current state of the firm's database with a focused, analytical mind.  Technology may replace frank discussions over martinis with in-depth interactions over the Internet.

      In Step 3, the forecaster selects the most appropriate demand-forecasting tool. The criteria for this choice must, of course, reflect the needs and comfort levels of the internal users of the forecasts. Gene Woolsey, the noted management iconoclast, has warned that forecasters should avoid technology overkill, advising forecasters that, "A manager would rather live with a problem that he cannot tolerate than use a solution that he cannot understand." 6   A manager must make this choice if the designers of the forecasting system have not done their jobs.  They may fail to understand their internal customer's needs or to provide enough training to make the user comfortable with the forecasting process and its output.  As always, let the customer decide.

     In Step 4, the forecasting system designer applies the chosen forecasting tool to develop data that will support decision-making.  As in the application of the Deming Wheel,  the process must track and study the accuracy of its output and continually help users to take ownership of the forecasting process.  Subsequent refinements of the forecasting process should be done at the behest of the internal customer.
     In Step 5 the user should decide which measure of performance is most meaning for business decisions.  One goal is clear.  Demand forecasting is most meaningful when its users understand and own the demand forecasting tools.  If it is too complicated to understand, one should question a tool’s appropriateness.  Forecasting should not exist solely to provide jobs for staff.

Forecasting as a Process

     Forecasting has been described as a process that transforms historical time-series data and/or qualitative assessments into statements about future events.  This process can yield either quantitative or subjective projections.   Familiar numerical forecasts include news reports of economic data such as,  "Sales of automobiles in 2002 will be 20.1 million cars."   Another forecast could just as easily predict the occurrence of some event, such as when the civil aviation industry will commit to composite-fiber aircraft fuselages.

      The most effective blend produces forecasts that meet decision makers' needs for accurate and timely information.  Qualitative or subjective inputs suggest likely environmental conditions such as people's opinions about whether it will rain today.  This simple forecast may meet a manager's needs, as when someone wants to predict attendance at the community swimming pool.  However, farmers prefer a quantitative projection such as a predicted rainfall of 1.2 inches today.  Indeed, the farmer might well prefer a mix of qualitative and quantitative data such as an expectation for 1.2 inches of steady rain during a 3-hour period this afternoon. Again, effectiveness begins with a clear image of the user and the use of the forecast.

      Exhibit 1 illustrates that forecasting is a process that combines quantitative with qualitative inputs.

Exhibit 1

Basic Forecasting Process
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In the following sections and in Shell Eleven, we describe some of the tools managers use to forecast demand.

Performance Metrics for Demand Forecasting Tools

     As the case with all business processes, managers use a number of performance metrics to evaluate the effectiveness of a demand-forecasting tool.  A key piece of information is the forecast error.   Forecast errors are defined as the difference between what actually happened and the number that was forecasted.  Mathematically, the forecast for period “t” error is denoted as:


et = Actual demand in period t less period t's forecast = dt - Ft


(1)

In the subsequent sections, we will use these three symbols to denote forecast errors, actual demand, and the forecast in period t.  A positive et indicates that the forecast was low.  A negative et indicates that the amount forecasted was high, i.e., actual sales did not make the forecast.

     To learn more about the effectiveness of a forecasting tool, we normally record two sets of data.  The first is a record of the amount that was forecasted and the second is a record of what happened.  Using Equation 1, we can then construct a time series of forecast errors, which then will be used to assess the performance of the forecasting tool.  Common sense dictates that three questions need to be asked:

1. How accurate was the forecasting tool?

2. How effective was to tool in detecting significant shifts in demand?

3. Does the pattern of forecast errors indicate a bias or other interesting traits?

 Before the first question can be answered, we must decide if we want to measure how much the forecast was off or the percentage it was off.  Off is the difference between the amount forecast and what actually occurred.  

     Operations managers like to measure forecast errors in units since the consequences of deviations from plan are best understood in terms of how much of a capacity adjustment the OM system must make.  Hence, in this text, et will be measured in units.

     Secondly,  note that a straight numeric average of the forecast errors will mask the deviations since a positive et will be partially offset by negative et .  For example, in a two period time series with forecast errors of  +4 and -4, the average of the forecast errors would be zero.  Clearly, some information has been lost.

      To avoid this problem, business forecasters created a statistical measure called the mean absolute deviation (MAD).  It is defined as:


        MAD = ∑ | dt - Ft | / n   for t= 1,2,3,…, n    where n is the number of periods.

(2)

The absolute value symbol, i.e., the vertical symbol before and after the forecast error term, denotes that negative amounts are made positive.  Thus in our two period example, the MAD would equal the average of   -4 and + 4, i.e., its MAD would equal 4.

     If the forecast errors are normally distributed, the relationship between the standard deviation of forecast errors and its corresponded mean absolute deviation is:




One standard deviation = 1.25 MAD




(3)

If you wanted to construct a control chart to see if your forecasting process is "under control," the equivalent three standard deviation control limits would be 3.75 MADs above and below the average of the forecast errors.  Being able to track which  forecasts are under control permits managers to use the management by exception rule to focus their attention only on those units whose forecasts are out of control.  Out of control is not necessarily a bad thing because it may mean that the firm is experiencing higher than anticipated sales.  

     The originators of MAD were also concerned that this measure of accuracy would miss major forecast errors, so they created another term, which they called the mean squared error.  They defined this term as:




MSE = = ∑( dt - Ft )2/ (n-1)    for t = 1,2,3,…,n   


             (4)

Each of these terms is the same as was used when we defined the MAD.  


Some readers may confuse the MSE with the variance of forecast errors.  From statistics, we know that this term would be:




Forecast error variance = ∑ ( et - ē )2/ (n-1)    for t = 1,2,3,…,n

             (5)

Where ē is the mean of the forecast errors. While the square root of the MSE does not correctly state the standard deviation of forecast errors, many practitioners use it as a decent approximation.  

      The second forecast-tool -performance metric relates to its ability to detect significant shifts in demand.  If we are forecasting a pattern of events based solely on past patterns, our ability to detect shifts in demand will be limited to seasonal and cyclic phenomena that we have observed in the past.  For example, we might be able to predict that December's sales will be higher than November's because we have observed this to be the case in most prior years.  But forecasting techniques will not be able to predict events that are not directly driven by the intrinsic data in our forecasting model.

      As we will see, some forecasting models are able to detect shifts in demand when the forces driving demand are leading indicators.  For example, it has been observed that manufacturers order corrugated containers in advance of their outbound shipping activities.  Hence, an increase in corrugate container orders within the economy will normally foretell an increase in domestic national production.  Likewise, when forecasting the national crime rate, some make the assumption that crime is proportional to the number of teenage youths in the population. Since people normally age one year each year, knowledge of the age distribution within our population allows us to predict the fluctuations in the crime rate in our society. 

      In most business situations, neither our forecasting nor our predicting tools are able to foretell shifts in demand.  When this is the case, the next best alternative is to have a tool that can quickly detect a shift.  Models to do this are discussed later in demand tracking section. 

      The third performance metric of demand forecasting tools is its ability to promote early recognition of demand patterns.  Forecasting tools should provide insights as to what is happening so that either we might better understand the market or be able to refine the tool to eliminate patterns of forecast errors.  As we shall see, studying patterns of forecast errors often leads to insights of how a forecasting process can be improved.  Getting a number from a black box or an analytical model fails, if it does not promote a better understanding of the behavioral patterns of the firm's customers.

Qualitative Demand Forecasting

     Qualitative forecasts reflect people's judgments. They are used to incorporate individuals’ inputs into the forecasting process.   Emerging demand patterns may not be stable enough for a numeric approach.  Intimate knowledge of the market then becomes the data source of choice.  If a qualitative approach is to be used, one needs to identify reliable sources as the inputs used to  make projections.

    The following represent some of the more common qualitative approaches: 

· Grass-Roots Forecasting seeks input from people at the level of the organization that gives them the best contact with the phenomenon under study. A marketing study might ask sales representatives for their readings of current market conditions. A potential fault of this tool is that it is subject to the short-term perspectives of its sources.  Some people, especially sales persons, often suffer from recency, which is the tendency to base their forecasts on their most recent experiences.  If a sales person had a good day, his forecast for the future may be unduly influenced by the day's events.

· Historical Analogy: Forecasting based on historical analogy explores the possibility that past events can give insights into prediction of related future develop grass-roots forecasting  A qualitative forecasting method that seeks input from people at the level of the organization that gives them the best contact with the phenomenon under study focused forecasting.  A qualitative forecasting method that combines a common sense, grass-roots investigation with a computer simulation process to assess the effectiveness of the respondents' decision rules.

For example, the sales pattern of black-and-white television sets may have helped the developers of color television sets for forecast sales. Economists have relied extensively on this kind of model to forecast business cycles and related developments. News reports frequently cite economists' comparisons of current economic trends with similar stages of past business cycles.

This method risks inaccuracy if the forces that drove past events are no longer present. Someone who forecasted market acceptance of citizens-band radio sets based on that of color television sets would have been stuck with a warehouse full of CB radios. Even a forecast of future sales of CB radio sets based on actual sales from the first year or two of this fad item would have resulted in large, unwanted inventories.

· Market Research Forecasting Tools: Marketers have developed a wide range of tools developed for evaluating the purchasing patterns and attitudes of current or potential buyers of a good or service. Marketing texts explain in detail how to develop, conduct, and analyze consumer surveys, interviews, and focus groups. Designers of goods and services use these tools to understand their current customers and the buyers they would like to serve.

       One marketing research method, panel consensus, invites a panel of knowledgeable people to craft a forecast by engaging in an open dialogue over a relatively short period of time. This technique assumes that no single group or person is likely to have access to all of the key inputs in a demand-forecasting process.  Instead, a group of individuals from sales, marketing, and engineering meet in a brainstorming-like session to make better forecasts jointly, rather than having an isolated staff person at corporate headquarters doing it.

· Delphi Method: The Delphi method compiles forecasts through sequential, independent responses by a group of experts to a series of questionnaires. The forecaster compiles and analyzes the respondents' input and develops a new questionnaire for the same group of experts. This sequence works toward a consensus that reflects input from all of the experts while preventing any one individual from dominating the process.  The Delphi approach tends to be used to address long range forecasting needs where historical patterns may not apply.

· Collaborative Forecasting: Within the past few years, a number of consumer good firms have begun to build on passive electronic communication technology (EDI) to develop collaborative supply chain wide planning, forecasting, and replenishment systems.  Benchmarking Partners, Inc. along with Wal-Mart and Warner-Lambert have been using a software package called CFAR (collaborative forecasting and replenishment) to provide more reliable medium range demand forecasts for consumer items, such as Listerine mouthwash.7   Another consulting company, Kurt Salmon Associates, is working with the Food Marketing Institute on a project called ECR (efficient consumer response) to create a more rational way to distribute goods throughout grocery supply chains. The emerging role of collaboration is reinvigorating the role of people in large-scale demand forecasting process. *

QUANTITATIVE FORECASTING

     Quantitative tools range from the simple to the complex.  The need for complexity is influenced by:

· The number of data sources, i.e., the number of variables used as inputs to the forecasting process.  These may be intrinsic as is the case with simple time series analysis, or it may include one or more extrinsic inputs.

· The forecast planning horizon, i.e., the number of periods into the future being projected.

· The number and form of the decomposition factors.  The simplest ignores seasonal, trend, and cyclic factors.  

Quantitative forecasting techniques transform input in the form of numerical data into forecasts using methods in one of three categories:

1. Historical time series studies, which use past data as inputs for analysis to infer future events.

2. Causal studies, which look for causal relationships between leading variables and forecasted variables.

3. Mathematical or simulation models, which try to represent past behavior in a valid mathematical relationship and then alter data to project future events.

Each category of methods assumes that past events provide a good basis for enhancing our understanding of likely future outcomes.
     Recall that the second step in the five-step demand forecasting system design process was to identify the likely sources of the best data inputs.  With quantitative forecasting, responding to this challenge often involves developing the best database architecture.  Thus before we proceed, it is useful to spend a moment to discuss the nature of demand variables.

     Demand variables often are aggregated numeric variables.  For example, if a firm needs to project the demand for its products in the month of December, this estimate is a function of the items that go into creating the aggregate variable and the number of sub-periods within December.  It can be expressed as:

Demand December = ΣiΣj   d ij  for i = 1, m  and j = 1,…, n



(6)

where m is the number of days in which demand occurs and n is the number of items being sold.


     There are three basic reasons for choosing to collect data in a more detailed form.  The first is that it provides a level of detail consistent with the forecast user's decision-making needs.   Forecasting monthly supermarket sales in dollars is meaningless to the person deciding how many bananas need to be ordered.  A second reason is that there may be some historical relationship between as subset of Equation 6 and the aggregate variable of interest.  Political analysts long have studied bell-weather political districts to infer election outcomes prior to the ultimate election tally.  So too can business if they find stable patterns within 

aggregate variable.  For example, it may be that the number of artichokes sold in the first five days of a month 

____

*    For a summary of what one industry is doing in this area, go to http://www.cpfr.org/.

provides a good basis for total monthly artichoke demand.  Improbable as it may seem, artichoke sales during the first five days might even be a good indicator for total store sales for that month.  If such is the case, one can track sub-variables sales more intensely and use it as the basis to project store demand.  
 A third reason for collecting data in a more detailed form, is to enhance corporate learning.  If something unexpected occurs, the logical question is: "What has happened?"  If the demand is expressed only as an aggregated number, i.e., sales in December will be $423,000, then if sales fall $50,000 below that amount, it is helpful to know the details in a search for an explanation.*

     In addition to having a database with the appropriate level of detail, the time span over which the data is collected must be sufficiently long to allow detection of repetitive patterns.   A key question is: "Have we collected data long enough to permit reasonable inferences about the presence stable demand patterns.  Since the goal is to find demand patterns that we can use to assist our forecasting process, the effectiveness of this process will be largely influenced by the significance and stability of demand patterns.

Discovering and Describing Relationships

     Once the needs of the user's problem have been defined and the form of a desired forecast is specified, the task then becomes one of deciding if historical data points can be used to create effective forecasts.   The purpose for trying to discover relationships is twofold.  The first is to better understand the nature of demand and the customers who are creating it.  This is fundamental to understanding our customers, their needs, and idiosyncrasies.  This leads to identifying ways to improve the firm’s value delivery system.

     The second reason for trying to discover demand patterns is to build improved demand forecasting models.  Our goal is to identify demand patterns that have occurred in the past that can be used to project future demand.  There are two basic types of patterns that often are used in demand forecasting models.  They are:

· Trends--these are patterns that are influenced by time. Three common types of patterns are: 

· Linear trends which can be expressed as y= a + bt where “a” is a y-intercept and “b”is the slope of the straight line equation.  This occurs when demand increases by a constant amount each period.

· Exponential trends which are expressed by  yt = y0 (1+b)t  where y0 is the initial demand value and b is the percent the demand is increasing each period.  This situation exists whenever demand is increasing or decreasing by a like percentage each period.

· Unstable trends occur when there is a general drift in the demand function but it seemingly defies being described by an equation. 

· Cyclic factors are patterns that seemingly occur on a repetitive basis.  Cyclic factors are most helpful when they occur with fixed cycle lengths but there is no guarantee that this trait will be found.  Some of the more common cyclic factors found in demand forecasting are:

· Within hour cycles

· Within shift cycles, i.e., patterns that occur with an eight hour work shift 

· Within day cycles

· Within week cycles

· Within month cycles

· Within year cycles

· Business cycles—yes we still have these.

___

*   The sophisticated tools used in data mining software offer forecasters new ways to gleam meaning from  the massive   amounts of data that is routinely be collected and stored by some companies.
When cycles have uncertain frequencies, this limits their use as an input to a forecasting model.  When television was in its infancy, certain programs, such as the Milton Berle Show had such a following that the local utility could predict the surges in the usage of water by knowing when commercials would take place.  Since television commercials were every 15 minutes, the within hour usage was predictable.  

· Residuals are the part of the demand pattern that is unexplained by trend and cyclic factors used in the forecasting model.  Unexplained does not necessary mean that we don't know why they occurred but just that our trend and cyclic factors do not capture their happening.  For example, in 1998, General Motors experienced a long labor strike that had a material impact on the Nation's economy.  The decline in economic activity could partially be explained by this event,  but there would be no need to try to include future strikes into the factors used in our quantitative forecasting model.

Within forecasting, the term residual is often used during the data analysis phase.  Analysts study the pattern of the residuals to help identify what needs to be included in a model.  Once a model has been constructed, the results are compared between the forecasted amount and  the actual sales experienced in period t.  This difference is called the forecast error, a term that we defined earlier as Equation 1.

 Once these factors have been observed, we can then construct a demand-forecasting model.  To illustrate, let as assume that a study of past demand has indicated the following:

· That demand seems to be growing by 15% per year

· That within each year, demand has the following cyclic pattern:

· 10% occurs in Quarter One

· 15% occurs in Quarter Two

· 25% occurs in Quarter Three

· 50% occurs in Quarter Four

If the actual demand in 1999 were 5,000 units, then our forecast for the next three years would be:

2000 annual amount = 5,000 x (1 +0.15) = 5,750 units

Then our forecast for each of the next four quarters is:


Quarter One    = 5,750 x 0.10 =    575.0 units


Quarter Two   = 5,750 x 0.15 =    862.5 units


Quarter Three = 5,750 x 0.25 = 1,437.5 units


Quarter Four   = 5,750 x 0.50 = 2,875.0 units

To forecast demand in years two and three, we need only extend this approach using the the formula"

Fyear, quarter   =  5000( 1 + Annual Trend) (year - 1999) x (Cyclic Factor Quarter)                (7)

Where t=2 and 3 for the years 2001 and 2002 respectively.  These calculations are shown in Exhibit 2.

Exhibit 2

A Three-Year Demand Forecast
Starting with a set of data and the task is to discover the patterns and the parameters used to define them  

      The data shown in Exhibit 2 clearly demonstrates:

· A definite cyclic pattern with sales rising constantly with approximately half of the company’s sales occurring in the fourth quarter of each year.

· A trend.  Each quarter is approximately the same percentage larger each year.

 To illustrate this process, consider the data shown in the left half of Exhibit 3.   A number of questions need to be answered.  They are: 

· Is there a trend, a monthly cyclic factor, and/or a weekly cyclic factor?

· If they exist, how stable are they?

We begin by restructuring the database to facilitate visual inspection.  For each month, we total demand and then express each week’s demand as a percentage of the monthly total.  When we do this for each month over the four-year period, we can note a consistent pattern.  In the last column, we calculated how much each month increased over the prior month.  Is there a trend?

Exhibit 3

A Demand Database
We started by calculating the monthly demand totals that are plotted   in Exhibit 4.

 Exhibit 4

Monthly Demand Over Time

From this chart, we can observe the following patterns:

· That the trend seems be curvilinear and stable.  In the last column of Exhibit 3, it can be seen that monthly demand increases as a fairly constant rate--approximately 3% per month.

· The smoothness of the line in Exhibit 5 indicates little within year cyclic pattern with monthly demand.  

· The smoothness of the curve also indicates an absence of noise.  

But we have filtered out the effects within-month cycles.  Let us now turn our analysis to this factor.  

The outcome of this analytical phase will be either:

· No discernable patterns exist

· Discernable patterns exist but they may be too unstable for forecasting purposes

· Stable discernable patterns exist.

If the first outcome occurs, then the question becomes: "Is the last outcome or an average of the last few outcomes the best demand estimation procedure or might one of the qualitative tools?"  If the firm needs to forecast demand for a large number of items, say in excess of 100, one must be sure that the most informed sources have the time and temperament to participate in either a within firm qualitative approach or a multi-firm, collaborative approach.

Exhibit 5

Within Month Cyclic Factors

If patterns exist but appear to be unstable, then further analysis is needed to try to better understand the causes of demand pattern instability.  A favorable result might permit the firm to proceed with a quantitative forecasting approach but with a high level of management oversight.  If the ensuing periods result in satisfactory forecast errors, then the firm can lessen the level of oversight.  If not, then the firm needs to either study the situation more or revert to either a demand tracking or a qualitative demand forecasting approach.

Trend:  Many time series exhibit long term tendencies in one direction or the other as is shown below.  

Exhibit 6

An Example of a Nonlinear Trend





         Forecast error  +    +    +    -    -    -    -    -    -    -    -    -    -    -    -    +   +   +    -    +

Trends can be linear or nonlinear.  It is easy to spot the difference by plotting the data and then seeing  if a straight line provides a good approximation.  Suppose one assumes that a linear function, such as the equation shown in Equation 8 can approximate demand.

                                                         Demand = a + bx
(8)

Where demand is the dependent variable, a is the y-intercept, b is the slope of the line, and x is the independent variable (which in time series often is time).  

     If one applies a quick-and-dirty eyeball estimate of a "good fit" line provides the analyst a pattern of forecast errors.  Consider the pattern shown in Exhibit 6.   A quick look at the pattern of the signs of the forecast errors indicates that a curvilinear, but not necessarily an exponential function.  If a pattern of the residuals exists, then that is cause for further analysis, i.e., something significant is happening but it is unknown mostly due to the fact that I has not be included in the model.  If however, the pattern of the residuals exhibits no discernable pattern, then that may be the best that you can do.

SUMMARY

       As you may have already noted, demand forecasting is part art and part science.  It starts with an understanding of your internal client’s decision-making needs.  It then proceeds to a study of the data to see how the best forecasting tool can be developed to serve the client’s business needs.  There is a lot more to forecasting , but what we have provided enough to get you started.  In myPOM’s OM Tool Kit, we have placed a number of techniques, such as time series methodology along with Excel based example problems.  This may be your first trip to my beach but we hope that you get to explore it all.
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								DEMAND										Cyclic Factor						Month		%

		Year		Month		Week 1		Week 2		Week 3		Week 4				Week 1		Week 2		Week 3		Week 4		Total		Increase

		1996		1		47		72		105		79				15.5%		23.8%		34.7%		26.1%		303

				2		45		78		107		82				14.4%		25.0%		34.3%		26.3%		312		2.97%

				3		47		79		107		88				14.6%		24.6%		33.3%		27.4%		321		2.88%

				4		47		82		119		83				14.2%		24.8%		36.0%		25.1%		331		3.12%

				5		46		82		120		93				13.5%		24.0%		35.2%		27.3%		341		3.02%

				6		56		87		119		89				16.0%		24.8%		33.9%		25.4%		351		2.93%

				7		59		95		122		86				16.3%		26.2%		33.7%		23.8%		362		3.13%

				8		52		89		132		100				13.9%		23.9%		35.4%		26.8%		373		3.04%

				9		61		98		131		94				15.9%		25.5%		34.1%		24.5%		384		2.95%

				10		59		101		142		94				14.9%		25.5%		35.9%		23.7%		396		3.13%

				11		65		99		142		102				15.9%		24.3%		34.8%		25.0%		408		3.03%

				12		63		106		149		102				15.0%		25.2%		35.5%		24.3%		420		2.94%

				13		63		107		152		111				14.5%		24.7%		35.1%		25.6%		433		3.10%

		1997		1		67		108		156		115				15.0%		24.2%		35.0%		25.8%		446		3.00%

				2		69		119		158		113				15.0%		25.9%		34.4%		24.6%		459		2.91%

				3		68		122		163		120				14.4%		25.8%		34.5%		25.4%		473		3.05%

				4		70		119		174		124				14.4%		24.4%		35.7%		25.5%		487		2.96%

				5		73		124		177		128				14.5%		24.7%		35.3%		25.5%		502		3.08%

				6		73		133		180		131				14.1%		25.7%		34.8%		25.3%		517		2.99%

				7		77		134		188		134				14.4%		25.1%		35.3%		25.1%		533		3.09%

				8		78		140		190		141				14.2%		25.5%		34.6%		25.7%		549		3.00%

				9		82		136		195		152				14.5%		24.1%		34.5%		26.9%		565		2.91%

				10		92		141		208		141				15.8%		24.2%		35.7%		24.2%		582		3.01%

				11		86		149		209		155				14.4%		24.9%		34.9%		25.9%		599		2.92%

				12		89		153		220		155				14.4%		24.8%		35.7%		25.1%		617		3.01%

				13		92		162		219		163				14.5%		25.5%		34.4%		25.6%		636		3.08%

		1998		1		103		162		229		161				15.7%		24.7%		35.0%		24.6%		655		2.99%

				2		103		164		231		177				15.3%		24.3%		34.2%		26.2%		675		3.05%

				3		101		177		241		176				14.5%		25.5%		34.7%		25.3%		695		2.96%

				4		103		181		247		185				14.4%		25.3%		34.5%		25.8%		716		3.02%

				5		109		187		260		181				14.8%		25.4%		35.3%		24.6%		737		2.93%

				6		112		188		267		192				14.8%		24.8%		35.2%		25.3%		759		2.99%

				7		121		197		276		188				15.5%		25.2%		35.3%		24.0%		782		3.03%

				8		120		198		281		206				14.9%		24.6%		34.9%		25.6%		805		2.94%

				9		123		207		294		205				14.8%		25.0%		35.5%		24.7%		829		2.98%

				10		128		209		297		220				15.0%		24.5%		34.8%		25.8%		854		3.02%

				11		132		217		307		224				15.0%		24.7%		34.9%		25.5%		880		3.04%

				12		138		225		314		229				15.2%		24.8%		34.7%		25.3%		906		2.95%

				13		135		235		329		234				14.5%		25.2%		35.3%		25.1%		933		2.98%

		1999		1		143		242		334		242				14.9%		25.2%		34.8%		25.2%		961		3.00%

				2		148		243		345		254				14.9%		24.5%		34.8%		25.7%		990		3.02%

				3		156		259		354		251				15.3%		25.4%		34.7%		24.6%		1020		3.03%

				4		155		262		371		263				14.7%		24.9%		35.3%		25.0%		1051		3.04%

				5		159		266		378		280				14.7%		24.6%		34.9%		25.9%		1083		3.04%

				6		164		282		390		279				14.7%		25.3%		35.0%		25.0%		1115		2.95%

				7		172		290		402		284				15.0%		25.3%		35.0%		24.7%		1148		2.96%

				8		179		300		416		287				15.1%		25.4%		35.2%		24.3%		1182		2.96%

				9		187		305		430		295				15.4%		25.1%		35.3%		24.2%		1217		2.96%

				10		189		316		440		309				15.1%		25.2%		35.1%		24.6%		1254		3.04%

				11		198		325		455		314				15.3%		25.2%		35.2%		24.3%		1292		3.03%

				12		195		333		468		335				14.7%		25.0%		35.2%		25.2%		1331		3.02%

				13		204		347		480		340				14.9%		25.3%		35.0%		24.8%		1371		3.01%

																14.9%		24.9%		34.9%		25.3%		avg.		2.79%
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								DEMAND										Cyclic Factor						Month		%

		Year		Month		Week 1		Week 2		Week 3		Week 4				Week 1		Week 2		Week 3		Week 4		Total		Increase

		1996		1		47		72		105		79				15.5%		23.8%		34.7%		26.1%		303						1		303

				2		45		78		107		82				14.4%		25.0%		34.3%		26.3%		312		2.97%				2		312

				3		47		79		107		88				14.6%		24.6%		33.3%		27.4%		321		2.88%				3		321

				4		47		82		119		83				14.2%		24.8%		36.0%		25.1%		331		3.12%				4		331

				5		46		82		120		93				13.5%		24.0%		35.2%		27.3%		341		3.02%				5		341

				6		56		87		119		89				16.0%		24.8%		33.9%		25.4%		351		2.93%				6		351

				7		59		95		122		86				16.3%		26.2%		33.7%		23.8%		362		3.13%				7		362

				8		52		89		132		100				13.9%		23.9%		35.4%		26.8%		373		3.04%				8		373

				9		61		98		131		94				15.9%		25.5%		34.1%		24.5%		384		2.95%				9		384

				10		59		101		142		94				14.9%		25.5%		35.9%		23.7%		396		3.13%				10		396

				11		65		99		142		102				15.9%		24.3%		34.8%		25.0%		408		3.03%				11		408

				12		63		106		149		102				15.0%		25.2%		35.5%		24.3%		420		2.94%				12		420

				13		63		107		152		111				14.5%		24.7%		35.1%		25.6%		433		3.10%				13		433

		1997		1		67		108		156		115				15.0%		24.2%		35.0%		25.8%		446		3.00%				1		446

				2		69		119		158		113				15.0%		25.9%		34.4%		24.6%		459		2.91%				2		459

				3		68		122		163		120				14.4%		25.8%		34.5%		25.4%		473		3.05%				3		473

				4		70		119		174		124				14.4%		24.4%		35.7%		25.5%		487		2.96%				4		487

				5		73		124		177		128				14.5%		24.7%		35.3%		25.5%		502		3.08%				5		502

				6		73		133		180		131				14.1%		25.7%		34.8%		25.3%		517		2.99%				6		517

				7		77		134		188		134				14.4%		25.1%		35.3%		25.1%		533		3.09%				7		533

				8		78		140		190		141				14.2%		25.5%		34.6%		25.7%		549		3.00%				8		549

				9		82		136		195		152				14.5%		24.1%		34.5%		26.9%		565		2.91%				9		565

				10		92		141		208		141				15.8%		24.2%		35.7%		24.2%		582		3.01%				10		582

				11		86		149		209		155				14.4%		24.9%		34.9%		25.9%		599		2.92%				11		599

				12		89		153		220		155				14.4%		24.8%		35.7%		25.1%		617		3.01%				12		617

				13		92		162		219		163				14.5%		25.5%		34.4%		25.6%		636		3.08%				13		636

		1998		1		103		162		229		161				15.7%		24.7%		35.0%		24.6%		655		2.99%				1		655

				2		103		164		231		177				15.3%		24.3%		34.2%		26.2%		675		3.05%				2		675

				3		101		177		241		176				14.5%		25.5%		34.7%		25.3%		695		2.96%				3		695

				4		103		181		247		185				14.4%		25.3%		34.5%		25.8%		716		3.02%				4		716

				5		109		187		260		181				14.8%		25.4%		35.3%		24.6%		737		2.93%				5		737

				6		112		188		267		192				14.8%		24.8%		35.2%		25.3%		759		2.99%				6		759

				7		121		197		276		188				15.5%		25.2%		35.3%		24.0%		782		3.03%				7		782

				8		120		198		281		206				14.9%		24.6%		34.9%		25.6%		805		2.94%				8		805

				9		123		207		294		205				14.8%		25.0%		35.5%		24.7%		829		2.98%				9		829

				10		128		209		297		220				15.0%		24.5%		34.8%		25.8%		854		3.02%				10		854

				11		132		217		307		224				15.0%		24.7%		34.9%		25.5%		880		3.04%				11		880

				12		138		225		314		229				15.2%		24.8%		34.7%		25.3%		906		2.95%				12		906

				13		135		235		329		234				14.5%		25.2%		35.3%		25.1%		933		2.98%				13		933

		1999		1		143		242		334		242				14.9%		25.2%		34.8%		25.2%		961		3.00%				1		961

				2		148		243		345		254				14.9%		24.5%		34.8%		25.7%		990		3.02%				2		990

				3		156		259		354		251				15.3%		25.4%		34.7%		24.6%		1020		3.03%				3		1020

				4		155		262		371		263				14.7%		24.9%		35.3%		25.0%		1051		3.04%				4		1051

				5		159		266		378		280				14.7%		24.6%		34.9%		25.9%		1083		3.04%				5		1083

				6		164		282		390		279				14.7%		25.3%		35.0%		25.0%		1115		2.95%				6		1115

				7		172		290		402		284				15.0%		25.3%		35.0%		24.7%		1148		2.96%				7		1148

				8		179		300		416		287				15.1%		25.4%		35.2%		24.3%		1182		2.96%				8		1182

				9		187		305		430		295				15.4%		25.1%		35.3%		24.2%		1217		2.96%				9		1217

				10		189		316		440		309				15.1%		25.2%		35.1%		24.6%		1254		3.04%				10		1254

				11		198		325		455		314				15.3%		25.2%		35.2%		24.3%		1292		3.03%				11		1292

				12		195		333		468		335				14.7%		25.0%		35.2%		25.2%		1331		3.02%				12		1331

				13		204		347		480		340				14.9%		25.3%		35.0%		24.8%		1371		3.01%				13		1371

																14.9%		24.9%		34.9%		25.3%		avg.		2.79%
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								DEMAND										Cyclic Factor						Month		%

		Year		Month		Week 1		Week 2		Week 3		Week 4				Week 1		Week 2		Week 3		Week 4		Total		Increase

		1996		1		47		72		105		79				15.5%		23.8%		34.7%		26.1%		303

				2		45		78		107		82				14.4%		25.0%		34.3%		26.3%		312		2.97%

				3		47		79		107		88				14.6%		24.6%		33.3%		27.4%		321		2.88%

				4		47		82		119		83				14.2%		24.8%		36.0%		25.1%		331		3.12%

				5		46		82		120		93				13.5%		24.0%		35.2%		27.3%		341		3.02%

				6		56		87		119		89				16.0%		24.8%		33.9%		25.4%		351		2.93%

				7		59		95		122		86				16.3%		26.2%		33.7%		23.8%		362		3.13%

				8		52		89		132		100				13.9%		23.9%		35.4%		26.8%		373		3.04%

				9		61		98		131		94				15.9%		25.5%		34.1%		24.5%		384		2.95%

				10		59		101		142		94				14.9%		25.5%		35.9%		23.7%		396		3.13%

				11		65		99		142		102				15.9%		24.3%		34.8%		25.0%		408		3.03%

				12		63		106		149		102				15.0%		25.2%		35.5%		24.3%		420		2.94%

				13		63		107		152		111				14.5%		24.7%		35.1%		25.6%		433		3.10%

		1997		1		67		108		156		115				15.0%		24.2%		35.0%		25.8%		446		3.00%

				2		69		119		158		113				15.0%		25.9%		34.4%		24.6%		459		2.91%

				3		68		122		163		120				14.4%		25.8%		34.5%		25.4%		473		3.05%

				4		70		119		174		124				14.4%		24.4%		35.7%		25.5%		487		2.96%

				5		73		124		177		128				14.5%		24.7%		35.3%		25.5%		502		3.08%

				6		73		133		180		131				14.1%		25.7%		34.8%		25.3%		517		2.99%

				7		77		134		188		134				14.4%		25.1%		35.3%		25.1%		533		3.09%

				8		78		140		190		141				14.2%		25.5%		34.6%		25.7%		549		3.00%

				9		82		136		195		152				14.5%		24.1%		34.5%		26.9%		565		2.91%

				10		92		141		208		141				15.8%		24.2%		35.7%		24.2%		582		3.01%

				11		86		149		209		155				14.4%		24.9%		34.9%		25.9%		599		2.92%

				12		89		153		220		155				14.4%		24.8%		35.7%		25.1%		617		3.01%

				13		92		162		219		163				14.5%		25.5%		34.4%		25.6%		636		3.08%

		1998		1		103		162		229		161				15.7%		24.7%		35.0%		24.6%		655		2.99%

				2		103		164		231		177				15.3%		24.3%		34.2%		26.2%		675		3.05%

				3		101		177		241		176				14.5%		25.5%		34.7%		25.3%		695		2.96%

				4		103		181		247		185				14.4%		25.3%		34.5%		25.8%		716		3.02%

				5		109		187		260		181				14.8%		25.4%		35.3%		24.6%		737		2.93%

				6		112		188		267		192				14.8%		24.8%		35.2%		25.3%		759		2.99%

				7		121		197		276		188				15.5%		25.2%		35.3%		24.0%		782		3.03%

				8		120		198		281		206				14.9%		24.6%		34.9%		25.6%		805		2.94%

				9		123		207		294		205				14.8%		25.0%		35.5%		24.7%		829		2.98%

				10		128		209		297		220				15.0%		24.5%		34.8%		25.8%		854		3.02%

				11		132		217		307		224				15.0%		24.7%		34.9%		25.5%		880		3.04%

				12		138		225		314		229				15.2%		24.8%		34.7%		25.3%		906		2.95%

				13		135		235		329		234				14.5%		25.2%		35.3%		25.1%		933		2.98%

		1999		1		143		242		334		242				14.9%		25.2%		34.8%		25.2%		961		3.00%

				2		148		243		345		254				14.9%		24.5%		34.8%		25.7%		990		3.02%

				3		156		259		354		251				15.3%		25.4%		34.7%		24.6%		1020		3.03%

				4		155		262		371		263				14.7%		24.9%		35.3%		25.0%		1051		3.04%

				5		159		266		378		280				14.7%		24.6%		34.9%		25.9%		1083		3.04%

				6		164		282		390		279				14.7%		25.3%		35.0%		25.0%		1115		2.95%

				7		172		290		402		284				15.0%		25.3%		35.0%		24.7%		1148		2.96%

				8		179		300		416		287				15.1%		25.4%		35.2%		24.3%		1182		2.96%

				9		187		305		430		295				15.4%		25.1%		35.3%		24.2%		1217		2.96%

				10		189		316		440		309				15.1%		25.2%		35.1%		24.6%		1254		3.04%

				11		198		325		455		314				15.3%		25.2%		35.2%		24.3%		1292		3.03%

				12		195		333		468		335				14.7%		25.0%		35.2%		25.2%		1331		3.02%

				13		204		347		480		340				14.9%		25.3%		35.0%		24.8%		1371		3.01%

																								avg.		2.79%
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				Annual				Cyclic		Quarterly

		Year		Forecast				Factor		Forecast

		2000		5750		Qtr. 1		0.10		575.0

						Qtr. 2		0.15		862.5

						Qtr. 3		0.25		1437.5

						Qtr. 4		0.50		2875.0

		2001		6613		Qtr. 1		0.10		661.3

						Qtr. 2		0.15		991.9

						Qtr. 3		0.25		1653.1

						Qtr. 4		0.50		3306.3

		2002		7604		Qtr. 1		0.10		760.4

						Qtr. 2		0.15		1140.7

						Qtr. 3		0.25		1901.1

						Qtr. 4		0.50		3802.2
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