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Capacity Carries the Day

      In October 27, 1997, Chris Dowell, a retired garlic grower, called her broker to sell 2000 shares of IBM stock.  The speed at which the transaction occurred was important since these shares represented a sizeable part of her retirement fund and the Dow Jones index was on its way to a 554-point decline.

     Fortunately for Chris, the New York Stock Exchange (NYSE) was well prepared for the resulting onslaught of market orders.  Even though this Monday witnessed 1.2 billion shares being traded, which was 76% more than had ever been traded in a single day, the network of computers at the NYSE never missed a beat.  The stock exchange accomplished this feat because it had invested $2 billion in additional capacity at a point in time at which its existing system seemingly had a 40% capacity cushion.  The NYSE's action was predicated on the assumption "that it would be wise to prepare for trading that might peak at five times the typical daily volume."  This capacity investment decision resulted in a stock transaction system comprised of two mainframe computers serving as the nerve center that controls and coordinates 450 Tandem and Hewlett-Packard computers operating in parallel.

     This capacity provided the transaction speed that is necessary to serve both small and large investors when just a few seconds of delay can cause big losses.  In Chris Dowell's case, it meant that her 2000 shares sell order was made within 22 seconds of its being initiated.  In that time span, the order traveled 3000 miles cross country from Gilroy to New York where it was automatically forwarded to the right spot on the exchange's floor where the transaction was consummated.  The information was then swiftly transmitted back to Gilroy.  In less than one minute, Chris was relieved to know she had preserved much of the value of her retirement fund.

     What are the NYSE system planners doing now?  One NYSE planner said, "You'll probably think that we are especially nuts when I tell you we are planning to add more capacity even now."  In this business, you can't say 'Come back on Friday, we are a trifle busy right now.'"  To the NYSE and its customers, capacity is the key to an effective equity trading system.

Source: "How Computers Handled Frenzy in the Market Without a Hitch," The Wall Street Journal Interactive Edition, Marketplace, October 30, 1997.

INTRODUCTION

     In Shell 2, we defined capacity as the ability of an organization’s value chain to procure, make, and deliver the desired quantity of desired product in a particular time period.   Here, we deal with the “right stuff” and the “enough stuff” part of capacity management.   Specifically:

· What type of facilities can best enable the operations management function to contribute to the organizations strategic objectives?

· How much capacity does the firm need to support the firm’s strategic plan?

· When should capacity be added or removed?

· Where should capacity be placed?

In the following sections, we will provide an overview of the issues and a brief introduction to some of the analytical tools that have proven helpful in dealing with these issues.

What Type of Capacity?

     The what-type capacity issue has two basic dimensions: market orientation and process choice.  In Shell 2, we introduce four basic types of market orientations:  MTS, ATO, MTO, and ETO.  If target customers are unwilling to wait and not be too choosy, then the make-to-stock market orientation is appropriate.  If, however, the customer demands a wider product mix than the firm is able to stock, then the ATO or MTO market orientations must be considered.  Lastly, if the customer’s need is truly unique, then it may be necessary to utilize the ETO--quite possibly with the customer being actively engaged in the product innovation process.  The latter three market orientation involve strategic postponement as a means to enhance value creation.  

     The second dimension of the “what type” capacity issue relates to the process choices the firm elects to use to transform factors of production into products valued by customers.   While no two systems fit any category in exactly the same way, certain similarities make it possible to categorize operations systems as being one of  five classical forms.  The criteria used to classify the systems are the average order size and the range of product mix capabilities as is shown in Exhibit 1. 

Exhibit 1
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The Process Category Matrix
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The larger ellipse for mid-volume production signifies that batch production is the predominant process choice in manufacturing.  The zones along the diagonal overlap to demonstrate zones of indifference, i.e., sections along the continuum where either process choice would be appropriate.  

      The characteristics of each manufacturing system can be classified further by three traits: 

· the typical business setting, 

· a profile of the physical and human resources, and 

· the nature of its typical management control systems.

In the following sections, we discuss how each process choice differs with regard to these traits.

     Projects often are one-time endeavors, such as building a dam, or they can be significant production orders, such as an order for a 747 aircraft.  Projects can also be significant organization development programs, such as designing and developing a new product.  In each case, the importance of the project is such that normal management control systems are insufficient.  More intense coordination activities are needed if the factors of production reside in different parts of the organization or the supply chain.  The interconnected nature of project activities requires an overall understanding of who will do what, how, and by when.

      Projects invariably are “make to” endeavors.  ETO projects require engineering departments to work closely with the customer to ensure the product meets functional, cost, and delivery requirements.  Once a project starts, it is not uncommon for the project’s size to be so large that the productive resources must go to the site.   If such is the case, the nature of the equipment and the human resources must be mobile and the management system must be tailored to get each resource to commit to project objectives—including getting each task done right and on time.

     In-house projects, such as building an aircraft or developing a new product, often require a management system that can motivate and coordinate disparate factors of production.  Each of the key activities must be organized and their work sequenced in a manner that results in a plan that is doable and consistent with what has been promised to the customer.   In-house project management is further complicated by the fact that the resources involved may be working on more than one project at a time.  Thus, project managers must plan the timing of resource use to minimize having a resource scheduled at the same time doing two projects.

     Most equipment used in a project tends to be general purpose because it pays to maintain functional flexibility so the equipment can be used on subsequent jobs.  Most of the equipment used to build Denver’s Mile High Stadium was used on a prior project and will be used on future projects.  On the other hand, the creeper cranes used to build the Gateway Arch in Saint Louis had little use on other projects.

     Project management systems have evolved from solving the minimum elapsed time problem into modern project management software that enables operations managers to: 

· break down the elements of a project into appropriately detailed work activities.

· predict where bottlenecks are likely to occur.

· rearrange work to meet targeted project completion dates, and then be able to

· keep track of  progress made on each activity and expenditures incurred as the project develops.  

       When managed correctly, the project process choice provides the capabilities to design and make products that are tailored to meet the unique needs of customers.  When done within a manufacturing environment, project management enables operations managers to maintain sufficient control to ensure that the project is done right, on time, and under budget.   The only downside is if a firm tries to do too many orders as projects, the resulting multi-project management system may become unwieldy.   
     Jobbing is the second manufacturing process choice.  Jobbing is often used when the system must process a large number of orders and the volume associated with each order is small.  If the number of orders is also small, then this work is best done in a garage.  But if the number of orders is large, the firm ought to consider a job shop.  Because the nature of the work in a job shop varies, the equipment used are often general purpose machines.  This is so because the firm does not know exactly what it will be asked to do.  Hence it opts for process flexibility.

     Job shops use a process layout in order to maximize system flexibility.  In a process layout, manufacturing resources are physically laid out by function, i.e., all of the lathes are in one department.

Exhibit 2

Job Shop with a Process Layout







 Job shop workers must be skilled so that they can read drawings in order to know how to set up and do many types or jobs.  Its style of management should empower the skilled workers to get the job done.  Operational decision-making occurs at two levels within a job shop.  At the workstation level, the sequence in which jobs are done is usually performed by an operator using order information, i.e., how much time is it going to take to complete the order, when the order is due, etc.    Prioritizing which job is processed next is done on a decentralized basis.  

     At the supervisor level, managers allocate resources to ensure that operators will have the factors of production needed to get the orders out on time.  In some job shops, the number of machines or work centers is greater than the number of machine operators.  These are called labor-limited job shops.  In a labor-limited job shop, operations managers reassign workers to the work centers where they are needed.  If there is more work than can be handled by the existing work force, this may necessitate either: hiring more workers, scheduling overtime, or farming out some of the work.

     The focus of the control system used in job shops differs from that of a project-oriented shop.   With a project, the number of jobs is small and the task is that of coordinating work to get the tasks done.  In job shops, the challenge is to manage the flow of work to ensure that the orders get done on time in an efficient manner.  Most job shops do this by providing the workstations with information that enables the operators to prioritize their work.   Given sufficient resources and lead times, job shops often work smoothly without having to be micro-managed by plant supervisors.

     In many job shops, the number of activities being managed is large and the workflow pattern for each job is not the same.  This makes keeping track of the location and status of orders a major task.  The advent of bar coding and shop floor level computer systems makes this possible, provided that each worker understands the need to document completed activities so that when the work has been done, it can be transferred to the next workstation.  It is interesting to speculate what impact wireless communications will play in future shop floor control systems.

     Effectively run job shops allow firms to respond to the wide variety of customer needs.   Most orders in a job shop are do-to-order jobs.  MTS orders may also exist as reorders for stocked items are released to job shops.  For example, during the Christmas 2000 season, demand for Gateway computers was lower than forecasted.  This MTO operation found it necessary to deviate from its normal build to order practice because it feared that last-minute shoppers would buy its competitors’ products if asked to wait for Gateway to build and ship one.  The result was unsold finished goods inventory at Gateway Country Stores, a new experience for Gateway.

     While job shops offer the ability to have a high degree of product mix flexibility, this process choice does so at the expense of production lead times.  When tracking an order as it progresses through a job shop, one would observe it spending most of its time waiting to be serviced at a workstation.  As a result, job shops have the reputation of having rather long manufacturing lead times and high work-in-process inventory.

     Line Production usually comes to mind when people think of manufacturing even though this process choice is not used as often as many think.   It is only applicable to production situations in which the demand for a product is sufficiently large to warrant designing a process capable of achieving manufacturing economies of scale.  In most other situations we must use either the batch or jobbing process choice.  There is nothing more uneconomical than a high volume line creeping at a pace that underutilizes its capacity. 

The line production process choice includes three variants.

1. Single model lines make one product type at a time.   Henry Ford loved this mode so much that he offered to paint a Model T any color the customer wanted, as long as it was black.   

2. Mixed-model lines can produce more than one model of a set of products that require similar work performed.  If we use letters to denote products, the sequence of products on a mixed model line might look like, ABCAECAABD and so forth.

3. Batch mode lines make multiple products one product at a time in batches, i.e., for a certain period of time, one product is made.  Then a product changeover is made and then the line commences production of a second product.  Usually all product types fall within a family of similar products.  

Although most people tend to think of assembly lines, the category also includes fabrication lines.  Such a line might start with a hard-boiled egg at one end and pass it down a line where a series of semiskilled artisans paint portions of a design.   After the last workstation, a customer can buy a hand-painted egg.   Many Chinese “works of art” were handcrafted on assembly lines.  At the other extreme, an automobile engine starts as a steel casting that travels down a line where a sequence of special purpose equipment transforms it into a machined engine block.  Highly automated machining lines are called transfer lines.

      The layout of a production line usually arranges machines and people into workstations in the order in which the tasks are to be performed.  This arrangement is called a product or process oriented layout.

Exhibit 3

     Bottle Crown Cap Assembly Line using A Product/Process Layout



The factors of production used to perform tasks on lines can range from unskilled humans who are trained to do simple, repetitive tasks to highly automated machines that perform complex tasks.  Material handling activities within assembly lines can range from humans pushing racks of products between workstations to automated guided vehicles that transport partially completed product from one area to another.  Simple conveyor systems provide fixed paths, which may severely limit the flexibility of the factory.  Increasingly “smart” conveyor systems read destination codes off the product and route it to the desired workstation.  

     When high volume demand exists, the argument for using line production is strong because economies of scale are possible.  Division of labor possibilities permits the use of unskilled workers to perform simple, repetitive tasks.  The repetitiveness of the work enables the system to invest in other labor saving system support automation, such as robots, to do some of the work.

     While lines are often the most efficient way to assemble or fabricate products, they do pose certain other problems.   Asking humans to do repetitive tasks can result in labor unions, which in turn limits flexibility.  The old adage that “bad labor management begets bad unions,” has certainly been true in the automotive industry where the major auto companies have spent much of the last decade trying to overcome the mistrust they earned in earlier times.

     Dissatisfied workers can have a major impact on product quality.  Perhaps the best example of what disenchanted workers can do to a company is Brian Bosworth, the Oklahoma football star who worked on an assembly line during a summer.  He proudly admitted that when he worked one summer on an automobile assembly line, he purposefully put ball bearings in car dashboards to create nuisance rattles.  He thought that this was funny.  A major challenge is to develop work environments capable of aligning the interests of a unionized workforce with that of the company.

     A second major task of line operations managers is to ensure that the needed raw materials arrive on time and in conformance with quality standards.  Managing the flow of materials to a line is critical.  Unreliable supply can adversely affect delivery, product quality, and cost performance.  Unreliable suppliers cause the system to carry “just-in-case” inventory or expend time expediting work to avoid late deliveries.  

     Batch Production is used when the number of items ordered in orders is sufficiently large to make it worthwhile to try to capture economies of scale.  A batch may be the result of one customer ordering a large number or the result of combining orders from many customers wanting the same item.  With the latter case, since all customers are unlikely to want delivery at the same time, some finished goods inventory occurs.

     There are two variants of batch production.  In some instances where the product flow varies too much, batch production exists within a job-shop like setting, i.e., batches of combined orders flow through the shop as if they were single orders.  The second form of batch production is the batch line mode described above.  

     The advantage of batch production is that if the product mix and volumes permit, plants are able to achieve some of the economies of scale associated with line production while capturing some of the product mix flexibility of job shop production.  Equipment can be more special purpose and have at the same time some of the productivity associated with line production.  Operators may not need to be as proficient in doing a wide number of tasks because most of the time they will be running one type of machine.  Work in process inventory is low since units do not spend much time within the system.  Finished goods inventory may be higher since the plant must make sufficient stock of each item to tide them over until the next production run.

     The plant layout used for batch production will depend on its type, i.e., a process layout for job shop batch production environments and a product layout for line batch production.  The more that batches can be produced in a “line-like” setting, the greater the opportunity to realize line manufacturing economies. 
     Batch is the most popular process choice since most production is done in batches of 50 or less.  Batch production is able to achieve economies of scale through one or more of the following streamlining measures:

1.
    Reductions in setup times: Batch production runs fewer, larger orders than jobbing, spreading the costs of preparing the operator, the machine, and its fixtures over larger numbers of units.

2.
   Reducing production startups costs: These costs include lower levels of productivity or higher levels of scrap that commonly occur at the start of a new production run.

3.
   Cost benefits of designing and/or acquiring special-purpose equipment: Production at moderate volume often justifies the cost of machines, tools, or fixtures that increase output rates and efficiency.

4.   Labor-rate savings: Specialized equipment for batch production reduces labor intensity, allowing the firm to replace skilled job-shop workers with less-skilled production line workers who command lower wages.

5.   Lower production overhead for preparing bids and supporting new job releases: This cost benefit comes from bidding and tracking fewer, larger jobs than a job shop typically must accommodate.

Batch production effectively manufactures standardized products, usually to fill recurring orders. 

     Continuous-Flow Processes offer the opportunity to use efficient continuous-flow equipment to make a continuous-flow of undifferentiated liquids, gases, and mineral products.  Whereas operations managers typically view a production line as a string of connected workstations, they think of continuous processes as a single entity.  Some processes start out continuous flows but at some point switch to high volume discrete production.  A good example is sugar refining where the end product is packages in boxes or bags.

      Continuous-flow processes normally make standardized goods, which compete on price.   Such a process might transform one input flow into a series of output flows.    Crude oil is refined into oil products using a distillation process.  Other continuous-flow processes transform a blend of input streams into an end product. However, the firm with the lowest processing cost usually prospers most in such a market.

      Continuous-flow processes are capital intensive.  They use specialized processing equipment designed to achieve carefully balanced throughput rates from specified inputs to fill specified storage capacities.  An oil refinery design seeks to efficiently process a specific type of crude oil into a blend of outputs. The same process may fail to efficiently process crude from a different source.  If refinery inputs are changed, the resulting capability mismatch often diminishes system performance.

     Continuous-flow processes need employees well trained to manage their particular technologies.  Most rely on process automation, so they need fewer workers but those who have specialized product and process knowledge to keep things running smoothly and to react when things don’t go as planned.  The environment usually results in a centralized organization structure with a bureaucratic management style.  When your plant costs $200 million, you don’t want your employees winging it as they manage your facilities.

     Continuous-flow processes use product layouts that arrange equipment to facilitate the flow of materials through processing steps into the finished product or products. The locations of continuous-flow processes often depend on the locations of raw materials sources, transportation economics, or environmental issues.   Continuous-flow processes cannot tolerate much variance.  They perform limited, specialized functions to produce standardized products. To recover the investment in expensive equipment, they generally try to operate at close to capacity at all times.

HOW MUCH CAPACITY?

      Operations managers face at least three capacity sizing issues.  The first is deciding how quickly the firm must respond to a request for a good or service.  The New York Stock Exchange story illustrates how this challenge is influenced by external developments.   In the past, when stock tickers ran late, this was a sign of a busy trading day.    Stock market brokers modulated transaction demand since they could only answer their telephones at a certain rate.  Customers did not like being placed on hold, but they understood the limitation.  Today, IT advances occur at a rapid rate but NYSE customers’ expectations are rising at an even faster rate.  There are many more investors, some who actively check stock prices online during the day.  Each expects that his market orders will be executed immediately.  As a result, the NYSE must anticipate not only the average rate of demand for its services, but also the highest conceivable rate.  When capacity sizing, the NYSE can not risk capacity short falls since they  have dire consequences on market liquidity. 

      Some firms selling commodities feel no need to meet all demand.  “Sold out” and “No Vacancy” signs tell potential motel customers to go elsewhere.  This is not necessarily bad because such a strategy can allow firms to fully utilize capacity, thereby supporting a low cost business strategy.  The risk is that the customer that goes elsewhere might not be back.  With commodity businesses, shortages of this kind can be the norm.

      The second issue influencing the capacity sizing issue relates to the extent customers’ demand patterns can be managed.  In the prior shell, we introduced the concept of demand management, i.e., the process by which a firm tries to shift demand to alternative products and/or time slots to the mutual satisfaction of the firms and its customers.  

     The third capacity sizing issue relates to the extent to which the firm can use inventory and backlog to decouple order requests and the production of a good.  When firms use the MTS market orientation, it can manufacture goods during slow period to cover demand in periods where demand exceeds capacity.  This works well when demand pattern are seasonal and predictable.  The risks associated with placing standard goods in inventory is minimum, but not without costs.  

     Backlogs occur when a firm is able to get a customer to wait for the good or service.  In many systems, backlogging demand for a good or service is a symptom of a capacity or a demand-forecasting problem.  But there are other situations where the customer expects to wait.  Getting customers to wait may enable a firm to utilize its plant capacity at a higher rate.  In an earlier time, cotton producers had to have sufficient gin capacity to process cotton as it was harvested.  Today, if you fly over cotton fields, you see loaves of picked cotton stored on the ground under plastic tarps.  The cotton is only brought to the gin immediately prior to it being processed.  This allows the firms to invest in a smaller number of modern gins and be able to operate them long after the cotton picking season ends. 

     The backlogging of an order often occurs when a firm uses a do-to-order market orientation.  In these situations, firms can smooth demand patterns by shortening and lengthening product delivery dates.  When business is good, firms extend the time it takes to get the merchandise.  This is nice so long as a customer is willing to wait—but not all do.  When a backlog increases beyond a point, firms will take steps to increase its capacity.  When times are slow, short-term resource level adjustments can trim capacity.  Sometimes these are called layoffs.         The output of the capacity sizing decision is a planned capacity profile that will enable the firm to satisfy a certain amount of demand in a specific manner.  

Measuring Capacity

     There is no universally accepted way to measure capacity.  Most systems measure it in terms of their outputs, but there are situations where the input measurements provide better description of the capacity of a system.  The unit of measure also varies from situation to situation.  John Deere's cotton picker plant measures manufacturing output in terms of tons shipped.  They could have just as easily measured output by the number of cotton pickers shipped, but this measure might not include important spare parts shipments.  Other firms use dollar amounts but these pose a problem when the prices of product have materially changed. 

     To illustrate the capacity definition problem, we need only to look at a college.  What is college capacity?  Is it defined by: the number of instructors, classroom space, or the demand for courses?  Assume faculty agree to teach anywhere any time.  Then we can define capacity by the number of class times, classrooms, and sizes of the classrooms.

     In 1999, the California State University System (CSU) announced that it would not build any new classroom space to meet the projected student enrollment surge.  Its proposed solution was to make better use of “underutilized” classroom space.  It correctly identified that many classrooms are not be used:

· Before 7:30 AM each morning and after 9:30 PM in the evening

· Between 4:30 and 6:00 PM each day

· On Fridays, Saturdays, and Sundays

· During the summer months and during holidays

CSU’s top mucky-mucks have correctly identified empty seats, but have they identified useful capacity?   Probably not since it is unlikely that students would want to take courses in these periods.  There are a number of other reasons why capacity is not fully utilized.  These include:

· Students often drop a course after the start of a course.

· Faculty do not always welcome late arriving students even when space is available.

· The mix of courses taught does not always match what the students want to take.  

· Inflexible resources, i.e., Fine Arts instructors are unwilling to teach MIS courses.

The task of education system managers is to find ways to reduce these loss-of-capacity factors.  As a classroom exercise, you might build a cause and effect diagram for each of these factors.

       Lastly, the time period used to define capacity matters.  With Chris Dowell, what mattered most was the ability of the NYSE to meet peak demand rates, not the total daily demand.  Peak period capacity is especially important in many service situations when demand cannot be postponed.  When the stock market is rapidly changing, a delay in executing a stock transaction can amount to major losses.  Such also is the case with the generation of electricity since it cannot be stored.   In both situations, the way one measures capacity must be internally consistent with your strategy's definition of the way the firm plans to serve customers. 
Three Definitions of Capacity

     Some mismatches between demand and capacity result from frustrating gaps between the output rates that operations managers assume in planning and the rates that their plants actually generate.  Such a gap often seems to infer some problem with management methods, but it may actually indicate an incomplete understanding of capacity. When operations managers state process capacities, they must clearly indicate which of three types of capacity they intend to specify:

· Maximum capacity defines the highest rate of output a process or activity can achieve.  It specifies a theoretical upper limit above the usual rate for routine operations.  Operations managers calculate the maximum or design capacity of a process based on the number and duration of available shifts, the number of available machines and employees per shift, and the working days in the period of the calculation. This calculation requires some very important simplifying assumptions:

· Equally skilled workers: This assumption eliminates the need to account for differences in efficiency due to individual worker’s training or abilities.

· No loss of time to product changeovers or differences in products.

· No loss of capacity due to machine breakdowns, worker problems, scrap, and salvage.  This eliminates real-work disruptions like employees asking for time to rest or eat.

· No loss of capacity due to preventive maintenance or planned downtime.

· No overtime work or heroic efforts by employees.

These impractical assumptions make maximum capacity an upper limit for the regular output rate of a process.   

· Effective capacity identifies the output rate that managers expect for a given activity or process.  They base production plans and schedules on this measure of output.  Effective capacity normally falls short of maximum capacity by some amount.

· Operations managers often plan to operate their systems at less than 100 percent of maximum capacity for several good reasons:

· Accommodate unexpected demand: No realistic shop-floor scheduler expects to receive all orders with normal lead times.  Important customers submit rush orders that require rapid responses.  Firms have found that a little free capacity can add value.

· Allow time for preventive maintenance and other activities that support capacity: Preventive maintenance reduces the chances of disruptions due to unplanned breakdowns.  Scheduling downtime for this purpose can reduce system variance.

· Correct unexpected breakdowns: Despite maintenance, breakdowns reduce effective capacity.

· Employ capacity efficiently: Running at maximum capacity can severely strain equipment and people.  Operations managers often consciously run their plants at lower capacity levels to avoid stressing people and equipment.

· Demonstrated capacity deals with actual rather than planned production, i.e., it measures the actual level of output for a process or activity over a period of time.  Planners calculate theoretical values for maximum and effective capacity to guide their arrangements for production.  Operations managers calculate demonstrated capacity simply by averaging recorded figures for actual output over a period of time.  Exhibit 4 shows this calculation for a work center that performs some process operation.  Over a 5-week period, this work center produced output for an average of 591 hours per week, ranging from a high of 635 hours in Week 3 to a low of 550 hours in Week 5.

Exhibit 4

Averaging Observed Results to Find Demonstrated Capacity


Work Center 123              Observation Period: 5 weeks beginning July 12, 1999


Week




Observed Output

1 (beginning July 12)



620 hrs.

2 (beginning July 19)



580

3 (beginning July 26)



635

4 (beginning August 2)



570

5 (beginning August 9)



550
Total hours (capacity)



2,955 hrs.

Average hours (demonstrated capacity)

591 hrs/ week

Demonstrated capacity may differ from both maximum and effective capacity for many reasons.

· Product Mix: The number of different products that a process must generate affects its demonstrated capacity through requirements for setup times.  Whenever a process switches production from one product to another, it must set up equipment for the new output.  Setups may make changes to equipment (new tools or layouts), and they may require operators to relearn methods for making the new product.  A diverse product mix requires many such changes, and these setups reduce demonstrated capacity.

· Operator Skill and Experience: Operator skill differs from operator experience in important ways. Operator skill refers to abilities of individual workers.  Some people naturally excel at work that requires great precision; the natural abilities of others suit them to physically demanding work.  Excellent vision gives a person one essential requirement for work as a test pilot.  Physical or natural attributes like these may help an individual to develop certain skills.

In contrast, experience comes from learning, training, and executing tasks.  If an instructor shows someone how to do a task, then the trainee gains experience.  Someone who makes something every day accumulates more experience than someone who has never made that product.  In general, skill and experience both increase the efficiency of a worker and the demonstrated capacity of a process.

· Condition of Equipment: The abilities of equipment also affect demonstrated capacity. Improving the capabilities or condition of equipment and tools raises demonstrated capacity.  The condition of equipment and tools depends on operation, storage, and maintenance practices.

· Types of Jobs: Important differences between the work required for specific jobs often affect processing methods and efficiency.  In particular, production of prototypes must proceed without guidance from established production standards or requirements.  A process may turn out prototypes and other demanding jobs less efficiently than routine production, reducing demonstrated capacity, if workers have to spend more time doing each job.

· Inaccurate Production Standards: Demonstrated capacity may differ from effective capacity not because of inefficiencies in actual processing, but because of poor standards for process performance. 

· Quality of Materials: Demonstrated capacity also depends on the quality of the materials that a process handles.  Poor-quality materials inhibit efficiency because the process must either work around defects or spend time inspecting finished products to ensure compliance with final-quality standards.

· Other Factors:  Several additional causes can contribute to differences between demonstrated capacity and maximum or effective capacity for a process:

· Starvation: Capacity may disappear between two or more linked activities.  If one work station sits idle waiting for inputs from internal or external suppliers, then demonstrated capacity falls.

· Blockage: Like starvation problems, blockage problems inhibit efficiency when a downstream activity fails to keep pace with upstream activities. 

· Production yield problems: Effective capacity plans for production of acceptable units of output. Demonstrated capacity does not count defective units, so scrap, rework, and salvage all reduce it.

· Time spent on training: Any unplanned training for employees can reduce demonstrated capacity by reducing either utilization or efficiency rates.

Demonstrated capacity may fall for other reasons like power failures and seasonal drops in efficiency. 

     Operations managers can increase a maximum capacity within a period only by increasing physical resources. They can do this over the long term by building new facilities, adding better equipment, or hiring more workers. They can increase maximum capacity over the short term or intermediate periods by adding a second or third shift. Overtime work provides a strictly short-term boost.   Most of these options take time to implement, except simply scheduling overtime shifts.  

     Alternatively, managers can increase capacity by farming out certain process activities.   Outsourcing provides an increasingly popular way to do this.  It is covered in the supply chain management shell.  Since effective capacity represents the output rate that a planner should realistically expect, the methods for developing this measure of capacity become important.  Some of the ways operations managers use to express effective capacity are:

· Top-down measures: These express effective capacity as a percentage of maximum capacity.  If a process has a maximum capacity of 840 hours per week and management wants to maintain a 20 percent cushion, then effective capacity equals 840 hours times 0.80, or 672 hours.   

·  Another method calculates effective capacity as a function of maximum capacity, efficiency, and utilization.  

Effective capacity = Maximum capacity * Efficiency * Utilization

If one defines these terms as: 



Maximum capacity = Hours/Week * Planned overtime percentage * Output/Hour



Efficiency = Standard time/Actual time

Utilization = Actual hours possible /Scheduled available hours

Then effective capacity is the product of these three terms.

Guidelines for Calculating Capacity

      Operations managers need a methodology for evaluating capacity and the activities that determine it in specific situations. The steps in this analysis form a process for calculating capacity.

Step 1: Describe the General Flow of Activities within the Process: Operations begin evaluating the capacity of a process by identifying and describing the activities involved in the process and the organization of those activities.  In particular, they want to assess the sequential or parallel organization scheme of process activities.  As we will discuss later, this difference influences methods for calculating the overall capacity of a process.

Step 2: Establish the Time Period:  Since capacity is a flow rate per period of time, to be consistent, it should measure the capacity of each activity in the process on the same basis.  

Step 3: Establish a Common Unit: After choosing a time period, operations managers have to identify a common unit of measurement for the entire process. 

Step 4: Identify the Maximum Capacity for the Overall Process:  Managers determine the overall maximum capacity for the entire process in two steps.  First, they determine the maximum capacity for every individual activity, and then they combine this information to identify the overall capacity of the process.  The first step is relatively straightforward, but the second requires careful study.

Step 5: Identify the Effective Capacity for the Overall Process: After calculating the maximum capacity, operations managers determine the effective capacity, as described earlier in the chapter. Top managers can set this value by a top-down mandate, or operations managers can calculate it based on utilization and efficiency rates, as previously discussed.  Organizing activities either sequentially or in parallel has the same effects on the effective capacity of a process as they have on its maximum capacity.

Step 6: Determine the Demonstrated Capacity.  Operations managers calculate the demonstrated capacity for the entire process based on observed results over time.

Step 7: Compare the Demonstrated, Effective, and Maximum Capacities and Take the Appropriate Actions: In the final step of the capacity-calculation process, operations managers compare the three different measures of capacity and decide how to respond.  They may choose to:

· Reduce the input rate

· Increase the upper limit on process capacity by adding resources

· Evaluate the current uses of capacity

· Do nothing

By applying this seven-step process, operations managers can assess the causes and scope of any capacity problem.  In the next three sections, we will discuss possible applications of these concepts to support capacity management decisions.

     The effective capacity calculation should be done for each stage of the operations processes.   These can then be placed as the capacities in the network flow problem (revisit Shell 4) to see which operations are likely to limit production.  Once the bottleneck operations have been identified, the firm may either: live with this network capacity, adjust short term resource allocations, or initiate investment in addition equipment.  

Planning Effects of Capacity Types

     By comparing maximum, effective, and demonstrated capacity, operations managers can identify potential improvements and decide how to implement them. This helps clarify the following capacity problems:

· Insufficient Capacity: Some physical obstacle such as lack of adequate machines, facilities, or tools may keep the capacity of a process below the level that the firm needs to satisfy demand.  Capacity managers can overcome this obstacle only by adding new physical capacity.  They can construct new facilities, buy more equipment, draw more heavily on the capacity of suppliers, or hire more employees.  Each of these actions raises the maximum capacity of the process.

· Excess Capacity: A firm that can produce more output with existing resources than customers demand finds its OM process underutilized.  The cost of maintaining this excess capacity forces the firm to spend more than necessary to produce its desired output.  A manufacturer may incur costs for idle personnel or machines.  A service organization incurs costs for idle personnel, and it risks loss of product appeal if customers sense that few people share their enthusiasm for the service.  Restaurant customers may begin to doubt their choice for dinner if they notice that no one else has joined them in the dining room.  Both manufacturers and service organizations experience large gaps between their effective and demonstrated capacities if they maintain excess capacities.

· Uses of Existing Capacity: A capacity problem may result from the current organization of productive resources rather than a mismatch between demand and the amount of capacity.  Such a problem may result from unnecessary tasks in the current process or from equipment breakdowns, poor-quality inputs from suppliers, late deliveries, employee absenteeism, or inferior process design.  Operations managers could increase the amount of capacity available to process activities without additional investments in resources by identifying and eliminating the impediments to current capacity.

To solve a capacity problem, managers must first diagnose its cause as either a mismatch between demand and capacity or simply a misuse of existing capacity.  They do this by comparing planned levels of capacity with the actual level of output from the system (i.e., demonstrated capacity).  Gaps among these three types of capacity often help operations managers to evaluate capacity problems.

TIMING CAPACITY INVESTMENTS AND DIVESTMENTS

      The manner in which a firm makes long-term capacity decisions is a function of the following factors:

· The lead time required to make and implement the decision:  In some bureaucratic organizations, it just takes longer to get capital expenditure decisions made.  In other situations, external regulatory institutions, such as community zoning agency, add to the length of time it takes to get approval to proceed with an investment. 

· The capacity addition lead-time:  The time it takes to design, construct and bring a facility up to speed.   Many heavy equipment makers that sell ETO products have this trait, such as the manufacturer of electric generators for a utility’s power plants.  This might take as long as ten years.

· The capacity increment alternatives:  In some cases, the only economic choice is to make sizeable increases in capacity.  One cannot economically build a small, corrugated linerboard plant.  In other situations, it is possible to build small plants or make small capacity additions to existing facilities.

Consider how the clockspeed influences how capacity planners perform in these industries. Slow clockspeed firms have sufficient notice of new demand conditions to adjust capacity.  Firms with Lexus-lane clockspeeds have greater needs for timely demand information and an ability to adjust capacity quickly as needed. Firms that succeed without these two capabilities are called lucky.

     Fortunately, the same management practices that enabled firms to rapidly design and develop new products also support rapid adjustments of process capacities.  These include:

· Computer-assisted plant design enables engineers to conceive facility designs rapidly. 

· Early suppliers involvement in product and process innovation processes. 

· A trend away from vertical integration, thereby simplifying supply chain system design

Three Capacity-Expansion Timing Strategies 

     In an expanding market, each competing firm either implicitly or explicitly adopts one of three basic capacity-expansion strategies, as shown in Exhibit 5.  A firm chooses the tradeoffs associated with each strategy based on the needs of the firm's customers and the business’s strategy for meeting those needs.

Exhibit 5

Three Pure Capacity Expansion Strategies





The exhibit simplifies the behavior of real-world markets, which often diverge from the linear pattern of capacity expansion.  Market demand for mature products may exhibit a linear growth trend, but newer products often grow in rising and falling patterns driven by the product life cycle.  Actual expansion decisions depend on product differences, which may create steady, rapid growth, as for audio CD-ROM players, or spurts in demand followed by rapid declines, as for CB radios. Technological innovations can influence capacity-expansion plans as well.

     A firm employs a capacity lead strategy when it intentionally invests in capacity in advance of demand to eliminate the chance of losing sales to competitors.  The economic tradeoff requires incremental profits from making those sales to exceed the incremental costs of operating below full capacity.  As an alternative, the firm may value its current customers so highly that it invests in the extra capacity despite the cost to protect its customer-service reputation.

     A capacity lag strategy calls for expansion investments only after confirmation of rises in demand in order to maintain a high utilization rate.  If a plant produces either a homogeneous commodity or a standard product that appeals to customers based primarily on cost, then this strategy will maximize profits by minimizing operating costs.  This choice makes the important assumption that customers will return after buying from competitors when the firm cannot fill their needs.  This assumption may prove valid in markets for commodity products and those dominated by cost-driven managers, as seems to be the case at the Mars candy company.

     A capacity straddle strategy tries to keep abreast of growing demand by matching average capacity to average demand.  It calls for expansion only when managers expect that they can sell at least some of the additional output, but before they know that they can sell it all.  Clearly, this strategy has some of the advantages and disadvantages of the two extreme choices.  Success depends on the critical choice of how long to wait before building capacity.

      Many operations managers rely on total cost analysis methods to balance the extra cost of operating below maximum capacity against the risk of stock outs and disappointing customers by keeping capacity below demand.  To solve more complex problems over multiple time periods, they often formulate mixed-integer programming models with algorithms that indicate both the timing and sizes of any expansions.  These techniques give valuable quantitative information, but managers must carefully evaluate the tradeoffs of every decision and its contributions to the firm's strategic objectives.

     This discussion has assumed that every firm times its investments in capacity based on internal investments.  In some business situations, however, collaborative arrangements with suppliers or even competitors can help to solve capacity-timing problems.  Cooperation with competitors becomes particularly attractive for commodity products manufactured in capital-intensive facilities.  For example, a manufacturer of corrugated containers would have to spend $250 million to $300 million to expand its process capacity to manufacture linerboard, and the resulting increase in capacity would far exceed the firm's internal need.  It might build the plant and hope to sell the excess output in the spot market. At the same time, a competitor might make the same plans, leaving both firms with expensive capacity to produce much more liner board than either needs.  To avoid this problem, the competitors could forge a long-term product swapping agreement in which Company A would build the plant first and sell liner board to Company B at the posted market price. Company B would then time its next plant expansion for a time when the combined needs of the both companies would warrant additional capacity.  Clearly, this strategy would work only in commodity markets where the firms could exchange essentially identical products.

     Flexible outsourcing provides a similar solution that adjusts the flow of a company's work by mixing in some inputs from suppliers.  When capacity becomes scarce, a firm may divert some of its internal work to the external factory rather than building new internal capacity.  When it does expand capacity, it can take some of this work back within the internal factory.  This would raise the firm's capacity utilization rate over a period of years while controlling the threat of stock outs and poor fill rates.  This practice would require careful planning and implementation to avoid alienating the firm's relationships with its suppliers.

Capacity Sizing Tools

     OM applies analytical tools to help them determine the right sizes of physical facilities.  By measuring maximum, effective, and demonstrated capacity, operations managers can realistically project the likely output rates of proposed configurations of productive resources.  Based on these output rates, they can then estimate the impact of the utilization rate on the cost component of the value equation.  The total cost per unit of production in some proposed system equals:




C = V + F/R




(1)


where:  C = Average unit production cost




F = Fixed costs of the system




V = Variable production cost




R = Planned capacity rate

Actually, this simple analysis needs some adjustment for the cost of operating a system without a sufficient cushion of excess capacity.  As a plant's utilization rate increases, output rises beyond demonstrated capacity. This has some good effects and some bad ones.  The benefits of high utilization include intensive scheduling that draws high returns from investments in facilities and equipment.  A tight schedule creates a compelling need to prevent starvation and blockages as well as breakdowns and absenteeism; a small problem due to any of these causes can seriously disrupt the workflow throughout a shop.  If human resources constrain output, increasing attention on motivating workers can coax additional output out of a tightly stretched system.  Like students during finals week, operating employees can perform above theoretical standards over the short term.

Over-utilization of plant resources has some undesirable longer-term consequences, such as:

· Premium labor costs, including expenses for overtime or temporary help

· Costs to rush production, including expenses for expediting orders

· Threats to customer service, including incomplete and backlogged orders

· Excessive wear, including overtaxed workers and machines that suffer from infrequent maintenance

· Limits on time for management initiatives, including continuous improvement

Equation 1 focuses only on costs, so it allows operations managers to ignore the other three elements of the value equation.  To supplement their cost analysis, they need some means to approximate the impact of overextended production on their system's ability to provide the quality, speed, and product variety that delight its customers.  Equation 1 quantifies the effect on a firm's average unit cost of a particular plant utilization rate, but estimating the costs of over-utilization is more difficult.  Experienced plant managers recognize some diseconomies of scale, but they seldom can give precise cost estimates. 

Exhibit 6

Capacity-Related Production Tradeoff Costs






                                                  Level of Production

Operations managers might compare a number of seemingly feasible plant-size alternatives by developing sketches of economic effects like those in Exhibit 7.  The curves present the general effects on average total costs of three potential plant sizes.  Each shows a declining average total cost as the utilization rate increases until the process reaches its demonstrated capacity.  Beyond the optimal point, diseconomies of scale due to overextended resources drive up costs, offsetting the incremental benefits of additional production.

     The plant size choice depends on its expected demand over time.  If operations managers expect orders in Range 1, they should establish the smallest plant.  They should plan for the medium-sized or large plant to handle volume in Ranges 2 or 3, respectively.  If they expect growing or declining demand, a complete analysis would project production volume and costs for multiple time periods.


Exhibit 7

Economics of Plant-Size Alternatives Costs



  





If operations managers have enough reliable information, they may construct a mathematical model of the effect of production volume on plant size. The lack of precise input data may cast doubt on the reliability of the conclusions.   In practice, a spreadsheet based on the judgments of personnel should usually is sufficient.

WHERE TO LOCATE CAPACITY?

     Once the best size of a plant has been determined, the long-term capacity planning task becomes that of finding the best locations for the facilities.   Facility location decisions are important for three reasons:

· They often involve making long term commitments that can not easily be changed. 

· They often determine the cost and service characteristics of the value chain.

· Which in turn can influence the market size and your market share possible for your firm.

The last two points are particularly important in services since their competitive advantage often depends on a facility being located near customers.  While you might have a preference for a Big Mac, it is unlikely that you would drive twelve miles to the closest McDonald's when a Burger King is next door.  We shall leave the retail facility location decision to your marketing course given the importance of consumer behavior considerations.  But not all services are proximity driven.  A service can rely on telephones, computer networks, and overnight parcel services to provide needed customer service.  

     As one move back through the value chain, the facility location decision becomes less of a marketing driven decision to one of making cost and service tradeoffs.  Firms locate facilities using a number of factors:

· The locations of customers 

· Customers' expectations and value-equation priorities

· Competitors' locations and operating methods

· Projections of service levels and appeals to the latent demands of existing and potential customers

· Actual or estimated relevant costs as determined through total cost analysis

· Feasible alternatives for capacity adjustments

· Effect on the firm's long-term objectives

· Effect on the firm's profitability

· Life style considerations of key stakeholders

Like many other decisions in operations management, location choices have shown the effects of powerful changes.  In the past, firms treated plants and equipment as completely stationary resources.  In capital- intensive industries, this remains true.  But increased mobility has become common in service, distribution, and high-technology manufacturing businesses.  

     The general procedure for location facilities within your value chain is usually a multi-stage decision making process.  The following five-step process can be used to address the facilities location problem:

Step 1:  Determine if the decision-making process is largely going to be cost driven or market driven.  If the decision being made here has material consequences on the ability of the firm to compete for customers, then the model must be market driven.  If however, the major impact of facility location decisions is on the cost effectiveness of the system, then a cost minimization model often will be suffice.

Step 2:  Determine which decision variables are most important.  Starting with the point of origin for each key raw material, build a total cost model that incorporates each key decision variable.  

Step 3: Study the industry manufacturing and distribution patterns and ask, "Why do we and/or our competitors structure their value chains in this fashion?"  Then ask what condition would have to exist before existing value chain structures would no longer be valid.  Use common sense to avoid building unduly large, all scenario-case models. 

Step 4:  Develop a finite set of "plausible location alternatives," based on your analysis of existing value chain systems.  This may be a two-stage process.  In the first stage, the purpose may be to locate general regions in which it makes sense to place facilities.  In the simpler cases, it just may make sense to locate facilities near markets because of outbound freight costs or ascustomer service requirements dictate.  For example, Coca Cola decided early on that since most of Coke was water, it made little sense to bottle it at a central location.  Likewise, the demand for quick service forces distributors to locate their facilities close to their customers.

     In a more elaborate case, it may not be apparent how many and where facilities should be placed.  In the past, much time was spent on the so-called warehouse location problem.  In this problem, a model is constructed to minimize the total freight and warehouse operating costs for a set of customers.  

     Mathematically, it was formulated as:


Minimize z = ∑∑ aijxij + ∑∑(wjyjk) + ∑Kj (δj)  + ∑∑ bjkyjk 


[2)


Subject to:
∑∑ xij <= Pi   which says that you cannot exceed plant i's capacity.  




∑∑ xij <= Wj   which says that you cannot exceed warehouse j's capacity.




∑∑ yjk = Ck   which says that you must satisfy the demand at customer k.




∑ xij  = ∑ yjk  for j = 1,2,…,n  which says that the amount shipped into warehouse j






     must equal the amount shipped out warehouse j.


where


aij  is the unit cost of shipping one unit from plant i to warehouse j

xij   is the number of units shipped from plant i to warehouse j

Pi   is the capacity of plant i  

wj  is the unit cost of processing one unit through warehouse j

Kj  is the fixed cost of  processing one or more units through warehouse j

δj   is a zero-one variable that is zero when no units are shipped through warehouse j

bjk  is the unit cost of shipping one unit from warehouse j  to customer k

yjk   is the number of units shipped from warehouse j  to customer k

Wj   is warehouse j's capacity  (this constraint may be inactive)

Ck   is the demand of customer k

SUMMARY

      This shell provides a conceptual framework for the long term capacity management.  Long term capacity management involves four businesses processes that must answer the questions:

· What type of facilities should the firm have in order to enable its operations function provide the services needed if to achieve its strategic objectives?  The two facets of the “what type” question relate to the firm’s market orientation and its process choices.
· How much capacity does a firm need to satisfy its market strategy goals?  The capacity measurement challenge is discussed and three concepts of capacity are introduced.  A set of guidelines for aiding  the operations managers calculate capacity are given.
· When should a firm invest in plant capacity?  Three pure investment timing strategies were discussed.
· Where should the firm build capacity?   A total cost model is introduced.
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