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Doing It Carl’s Way

     Carl Fabrege’s decorated eggs have long been considered works of art.  What most people don’t realize is that most Fabrege eggs were produced under his tutelage by his artisans.  When an egg was completed, the artisan would bring it up to Mr. Fabrege, who would inspect it carefully.  If he liked what he saw, the artisan would be praised.  If not, Fabrege would smash the egg mightily with his fist.  The result was a collection of decorative eggs that are the marvel of art lovers to this day.  However, this “go/no go” inspection process did not do much to advance human resource management practices within Czarist Russia.  Today, total quality management programs rely less on fists and more on respecting the contributions of empowered employees.   

      Theory Y contends that most workers want to produce quality products.  However, individuals remain powerless without access to appropriate tools.  Bill Conway, an early TQM practitioner, made this point effectively when speaking with some visiting executives.   Conway started the meeting with a challenge. “Suppose I ask two of you to enter a contest where the winner will win a trip around the world.   I suspect that this reward will motivate each of you to strive to win this trip for you and your family.   The contest is to see who can drive a nail into this wall the quickest.  The nail should be placed 48 inches off the floor and into the first 2x4 stud from the left corner of room.   One of you will get a hammer, a stud finder, and a tape measure.  The other will just receive a hammer.  Who do you think will win?” The answer was obvious.    Motivation and management encouragement is important.   But to be successful, employees must have tools—the right tools to do the job right.

Source: A verbal discourse with Steven A. Melnyk, 

INTRODUCTION

     Simply put, quality is achieved when a product meets the customer’s requirements.  With Carl Fabrege, quality was achieved when, in his eye, the egg matched his lofty standard of quality.  But in a customer-driven world, defining quality isn’t quite that simple.  If we are going to be consistent with our customer-specific definition of value, then each customer may have specific customer requirements.  Indeed we might even need to differentiate between a customer’s requirements and the customer’s expectations.  A product might be “good enough” to meet a customer’s need, but it is unlikely to truly satisfy customers until it exceeds their expectations.  In this shell, we use this demanding standard for measuring quality.

     Quality management can be divided into two distinct, but inter-related areas.  The first is design quality.   A product’s design quality is an output of the firm’s product innovation process.   Shells 8 and 9 describes how the product innovation process required product designers to first understand the needs of targeted customers and then develop products and product delivery processes that are capable of meeting and exceeding the customers’ expectations.  

     The second area is conformance quality.  This measures the extent to which a process is able to deliver a product that conforms to the product’s design specifications.  While many think of this in terms of manufactured goods, it also applies to services.  FedEx’s guarantee that every package would be “positively, absolutely delivered by 10:30 AM” the next business day clearly establishes a quality standard against which it intends to be measured. 

     The beneficiaries of quality are many.  Obviously the customer benefits whenever a firm designs, produces, and delivers a product that is perceived by targeted consumers as being of high quality.  But the players within the supply chain also benefit.  When raw materials and component parts are delivered in conformance with product specifications, supply chain players benefit by not having to engage in wasteful activities, such as inspection, worry, and the maintenance of “just-in-case” inventory.   Manufacturing processes benefit because their activities can be performed more efficiently when everything fits better.  Indeed, the auto pioneer, Henry Ford could not efficiently operate his assembly lines until he was able to buy and make parts that were sufficiently precise to permit easy assembly.  

      Humans within a product-transformation process benefit whenever they experience a sense of pride in doing things that delight customers.  They may also experience a sense of relief when their boss smilingly approves the quality of their work.  Or they may experience the joy of seeing a delighted customer using the product that your firm took part in designing, making, or selling.   

      Downstream distribution and retailing players benefit by stocking and marketing goods that they can rely on to be made according to specifications.  Nobody in the distribution channel enjoys products being returned.   Returned products are a symptom of poor quality and they cost much more money than most firms realize.

     So most people within the supply chain have a vested interest in maintaining a flow of high quality goods.  Few consciously choose to generate poor quality.  Nonetheless, poor quality practices within the American industry almost brought the domestic economy to its knees during the 1980s.  At the end of WWII, an aide to General Douglas McArthur advised the Japanese not to plan on making anything for the American market because “there is nothing that Japanese industry can make that would be of sufficient quality.”   My, how times have changed.  In the early 1990s, a German consumer was quoted as saying, “I can’t think of anything made in America that I would want to buy.”   Fortunately, we have learned much in the last fifteen or so years that has helped American firms and their products get back into the game.

A Brief History of Quality Management

     Long before the Japanese quality revolution, some civilizations were renown for the quality of the products.  Damascus was renown for its swords; China for its porcelain products.   In most instances, the products sought were goods and the buyers were from elite classes or religious orders.  Because the buyers held the power, the artisans had strong incentives to please their customers—or else.

     The advent of the European industrial revolution caused a disconnect between the makers of goods and their buyers.  The application of Adam Smith’s division of labor concept enabled firms to use unskilled workers to operate water or steam powered looms.  Early managers exhibited little concern for their employees, who for the most part were peasants who had been forced to relocate from the rural communities to the cities.  The saying “Do it my way or take the highway” was representative of management practices of the day.  

      The economies of scale the industrial revolution made possible resulted in levels of production far greater than local markets could consume.  That meant the goods had to be marketed over a large area.  Fortunately, the British Empire’s mercantile system met this need.  Raw materials were secured in the colonies, transformed into manufactured goods, and then sold in both the domestic markets and the colonies.  Trading companies assumed the role of assuring that the goods would be made “correctly.”  Few standards existed so buyers had to rely on the sellers’ reputation.

     The inability to make parts to standard dimensions limited the ability of European manufacturers to achieve economies of scale when assembling goods.  At one point, the English army had 40,000 muskets awaiting repair because each repair part needed to be custom-made to meet the unique need of each weapon.  It was easier to build a new weapon than to diagnose what was needed and then make a custom part to fix it.

     In the early 1800s, Eli Whitney’s factory developed the capability to make standardized parts.  This process capability enabled his firm to win a contract to make 10,000 rifles for the American army.  The American industrial revolution was born.  Soon after, European manufacturers were lamenting that there was no way for them to be able to compete against “the American manufacturing system.”   Ironically, in the 1960s, similar phases were being expressed about the Japanese manufacturers.  How times had changed.

     Early in the 20th century, American Telephone and Telegram experienced a need for more reliable products.  The advent of emerging telephone networks demanded that remotely sited equipment be reliable.  Three seminal developments resulted from this need for enhanced service quality.  The first occurred when Dodge and Romig developed an application of statistics that enabled purchasers to infer the quality of lots of incoming parts.  This tool became known as acceptance sampling.  The second occurred when Shewhart developed a statistical procedure that would tell machine operators when the likelihood of a process being out of control was high.   This procedure took samples from a process’ output and then immediately measured the part being made.   The information gained from the sample is used to decide if the process should keep running or be stopped to correct some problem.  Today, this tool is called a control chart.   The third development was the famous Hawthorne experiments.  This was an early recognition that behavioral factors played a key role in the performance of workers.  

     During WWII, the quality and sheer volume of the goods made by America’s industrial arsenal were    credited with being a key success factor for the Allies’ armed forces.  The transformation of the domestic manufacturing infrastructure to a war footing achieved legendary proportions—especially when you consider the fact that most of the nation’s skilled work force volunteered or was drafted into the armed forces.   Some feared that the replacement of men within our factories with women would cause a drop in quality and productivity at a time when the war effort needed it most.  When this did not happen, many industrial leaders were perplexed.  When they studied the phenomenon and asked “How were they able to do it?”  The answer was, in part, “Unlike men, women listened and asked for directions.”

     Another phenomenon of note was that during WWII, the maximum effort meant that even pointy-headed academics were pressed into national service.  In England, a problem solving approach called operational research was developed.  It was one of the first formal efforts to use a multi-disciplinary approach to problem identification and problem solving.  This effort was also aided by the development of early “thinking machines,” an item that we know now as computers.

      After WWII, General Douglas McArthur faced the monumental task of trying to “run” Japan at a time when most of its infrastructure lay in ruin.  He said “get me some of those geniuses from Bell Labs (AT&T’s R&D arm) to help recreate a telecommunication system.  They taught the Japanese some of the best practices the British and Americans had developed to produce high volumes of quality war materials.

     In the late 1940s, a number of initiatives were started within Japan to use quality methodologies to help rebuild the economy.  In 1946, The Union of Japanese Scientists and Engineers (JUSE) was created “to engage in research and dissemination of knowledge of quality control.”    They soon realized that Japan and its industries could be revived in part by implementing the quality control procedures practiced by American manufacturers during the war.  Earlier in the 20th century, an observer noted Japan’s ability to “adopt, adapt, and become adept.”   In the 1950s, Japan seemingly refined its learning capabilities further.
     They listened to one individual, W. Edwards Deming, who had once worked with Shewhart.  Deming had long espoused his theory of quality in America, but not many American firms listened.  In 1950, he conducted a seminar, which had the following outline:

1. “How to use the cycle of  Plan, Do, Check, Action (PDCA, the so-called Deming cycle, relating to design, production, sales, survey, and redesign) to enhance quality.

2. The importance of having a feel for dispersion in statistics.

3. Process control through the use of control charts and how to use them.” 

His message was well received and the love affair between Deming and Japan began.  Each year in the 1950s, Deming returned to Japan to teach, listen, and learn.  He became their quality guru.  

     Another quality guru, Joseph M. Juran, taught top and middle managers the roles they had to play in promoting quality control activities.  Juran’s work resulted in a refocusing of Japan’s quality control activities to make it the overall concern for the entire management.  Together, these two individuals helped Japan start what we now call the Japanese Quality Revolution.

     In the 1950s, Armond Feigenbaum, a GE quality management specialist, developed a program called Total Quality Control which he defined as:

 “an effective system for integrating the quality development, quality maintenance, and quality improvement efforts of the various groups in an organization so as to enable product and service at the most economical levels, which allows for full customer satisfaction.”  

While the victorious Americans saw little need to modify their ways, the Japanese were listening.  

      Many years later, when someone asked what they based their quality assurance programs on, Kaoru Ishikawa, the father of Japan’s TQM movement, responded that Feigenbaum’s TQC was the basis, with one exception.  Whereas American management had industrial engineers and shop level plant supervision running its programs, the Japanese approach placed this responsibility broadly—include hourly workers.  Ishikawa noted, “Japan's quality movement has never been an exclusive domain of QC specialists.”   

     After WWII, Japan was racked with labor unrest—often led by Communists.   The nation was in turmoil.   The leaders of Japan and its industrialists responded by defeating these politically inspired industry-wide unions and replacing them with company-wide unions.  The company unions adopted a village mentality where workers and management shared similar goals.  What was good for Toyota was good for its workers.  The resulting collaboration between workers and management formed the basis for Japan’s quality revolution.  

     Soon, quality initiatives, such as quality circles, were springing up all over.  High school students were taught basic statistics which would provide Japan’s factories with workers capable of becoming effective players in the emerging total quality management programs.  By 1970, Americans looked with awe at Japan’s worker-level quality programs, such as its quality circles in which workers, staff, and line management volunteered to work, often on their own time, to find problems and give their recommend solutions.

    In recognition of Deming’s contribution, Japan created the Deming Prize in 1951. This annual award recognizes a company or individual for active contributions to the development of quality management tools or to the spread and implementation of quality improvement programs.

      In the 1970s, certain American firms started to listen to Deming and Juran.   Phillip Crosby wrote the classic Quality is Free, which adapted Japanese TQM concepts to make them easier to accept by American manufacturers.  Soon quality consulting was a booming business.  Americans asked, “How long do you think  it will take us to catch up?”   Deming who responded, “What makes you think that they are standing still?”

      In the ensuring years, many in the Western world have studied just how the Japanese do it.  No silver bullet has been found—just a recognition that Japanese style quality management means that we were going to have to learn how to do thousands of little things right.  The real lesson from Ishikawa is that everyone, from top management to the employees on the shop floor, has to buy into a program that continuously improves the firm’s products and product-delivery processes.  This requires understanding the needs of target customers.

     The sad thing is that many Americans think we have moved beyond the quality revolution.  As one Silicon Valley MBA student once told me, “TQM—oh we did that three years ago.”  My response was, “Too bad-- it didn’t take.”  It is true that in the Lexus lane, the importance of speed is more important that it was during the 1970s.  Indeed, doing things “right” may slow one down.  But while quality may now be an order qualifier, poor quality is an order loser in most marketplaces.  Hence the need to engage in continuous quality improvement must remain a key factor in order for a business to remain competitive.

     In the next section, we explore some of the lessons the late W. Edwards Deming contributed to the quality management movement.  We in no way want to imply that the contributions of Joseph Juran and Phillip Crosby are any less valued.  The omissions of the Japanese quality gurus should also not be considered a slight.  Without their challenge, America might never have risen from its post WWII funk.

The Contributions of W. Edwards Deming

      W. Edwards Deming was born in 1900 in Sioux City, Iowa.  He earned a bachelor’s degree in physics from the University of Wyoming and a doctorate in mathematical physics from Yale in 1928.  For the next eleven years he worked as a mathematical physicist for the U.S. Department of Agriculture where he gained his first experience with the theories and practices of statistical science and statistical control.   During this time, he encountered Walter Shewhart’s studies on variability within the manufacturing process.  Shewhart saw the need to gain control over this variability as a critical management task.   Deming would expand on the importance of variability in his theory of variance.  From 1939 to 1945, Deming was involved extensively with the American Bureau of the Census and the U.S. weapons industry.

      Deming envisioned quality management as an organization-wide activity rather than a technical task for inspectors or a specialized quality-assurance group.   He stressed that quality as a management responsibility. It is management’s responsibility to create the systems and processes that generate quality.  It was his contention that a firm could never inspect quality into a product, i.e., that a quality product combines a good design with effective production methods.  Both were required before a firm could ensure quality.    

    Deming created a set of guidelines for achieving quality.  Application of his guidelines usually requires a radical change in every aspect of an organization’s management.  When someone asked Deming to justify the need for his TQM recommendations, he answered, “You do not have to do this, survival is not compulsory.”       He contended that American firms survival depended on making such changes rather than assuming that past success assured continued operations.  But few in America seemed willing to listen.

     The essence of Deming’s philosophy is embodied in his fourteen points for management.  They are directed at management---not workers.  His 14 points for management are:

Exhibit One

Deming’s 14 Points for Management

1. Create consistency of purpose for continual improvement of product and service.

2. Adopt the new philosophy for economic stability.

3. Cease dependency on inspection to achieve quality.

4. End the practice of awarding business on price tag alone.

5. Improve constantly and forever the system of production and service.

6. Institute training on the job.

7. Adopt and institute modern methods of supervision and leadership.

8. Drive out fear.

9. Break down barriers between departments and individuals.

10. Eliminate the use of slogans, posters, and exhortations.

11. Eliminate work standards and numerical quotas.

12. Remove barriers that rob the hourly worker of the right to pride in workmanship.

13. Institute a vigorous program of education and retraining.

14. Define top management’s permanent commitment to ever-improving quality and productivity.

Point 14 meant that Deming would not work with a company until he felt a commitment from top management.

Deming’s Theory of Variance

     Most of Deming’s work revolves around his theory of variance.  This theory views variations from standard activities as a major source of problems for all firms.  Variance causes unpredictability, which increases uncertainty and reduces control over the processes.   Management’s task is finding the sources of variance and eliminating it to significantly improve system performance through a process of continuing improvement.

     Variance can come from many sources but each can be categorized as either controlled or uncontrolled.   A controlled variance responds to efforts by a worker to correct or manage the activity.  An uncontrolled variance reflects the impact of some factor outside the control of the employee.  It is unreasonable to expect an employee to correct the cause of an uncontrolled variance, but sad to say, they often shoulder the blame.

Exhibit 2

Categories of Variances
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Workers or managers can correct a controlled variance by changing either its common cause or by removing a special cause.  A cause is called common when it is systemic to an OM process, such as low employee morale due to low wages.  A special cause would be Laura’s bad attitude since she feels that her pay scale is lower than what others doing the same job are being paid.   This table reemphasizes the pivotal role of managers in TQM since management bears responsibility for three of the four cells.

Tools of Total Quality Management

     The use of tools, many of  which you learned in your introductory statistical course, is an essential part of a TQM practitioner’s life.  While some may be able to see solutions to problems residing in complex industrial settings, most breakthroughs are the product of systematic analysis.  A guideline to start this endeavor was stated by John Burr when he stated:   

“Before you try to solve a problem, define it.

Before you try to control a process, understand it.

Before trying to control everything, understand it.

Start by picturing the process.”

We suggest that you revisit the section on Senge’s learning organization in Shell 5 since it provides the basis for operations-level quality management.

     Total quality management uses two types of tools to advance quality: management tools and statistical tools.   Management tools for quality form theoretical frameworks and mental models that act as magnifying glasses through which managers can examine processes that affect the firm’s design and delivery of quality. These tools provide general guidelines and rules of thumb. 

     While TQM relies heavily on empowering employees, even empowered employees need more than authority to succeed.   Recall Bill Conway’s nail hammering story because it drives home the importance of access to the right tools.  These enhance people empowerment by providing analytical techniques and procedures to help them measure and improve the quality levels of their firm’s processes.  

Nature of Variables

     TQM practitioners need data and tools to help manipulate it.   Without this data, or with the wrong kind of data, the tools are useless.  Analysts can measure process conditions with either variable data or attribute data.  Variable data measures quantifiable process conditions.  Variable data contains the most information.  To illustrate this, consider how your course grade works.  On the three course exams, you received a 70, 98, and 96. Your average grade was (70+98+96)/ 3 = 264/3 or 88.1.  If the course grade was based on the mean, you would have earned a B+, which is then posted in the university’s computer.  The letter grade is attribute data.   Note how information about your performance is lost, i.e., that you did well on two of the exams but had one bad hair day.  In a similar vein, when a quality management program records whether or not an item is either good or bad, information is lost.  How bad was the rejected item?  By a tad?  Or by a mile?

     Variable and attribute measures are linked.  An analyst can convert variable data into attribute data.  If we took a sample of 20 from subsequent batches of production, we could record the number bad in each sample.  This would be variable data.  If, however, we classified each sample as either “Accept the batch” or “Reject the batch,” then we have lost information.  If the decision is made at the shop floor and not recorded, we cannot reconvert the output data back to variable data format. This distinction may become important because some TQM tools need variable data while others can manipulate either variable or attribute measures.

Process Tools

     TQM systems rely heavily on process tools.  These tools can be categorized as falling into three types: 

Process Exploratory Tools

1. Histograms display the range and shape of recorded variable data.

2. Check sheets display what is happening in a context of some other attributes.

3. Pareto analysis displays the presence or lack thereof of most likely events.

4. Process flow analysis documents how activities are or should be performed within a system.

Tools to Explain Relationships

5. Cause and Effect diagrams help analysts search for possible relationships between a perceived problem and possible causal factors.

6. Scatter plots use two or three-dimensional graphs to visualize the relationships existing or not existing amongst the variable data.

7. Plan-do-check-act provides a systematic way to explore relationships through experimentation.

8. Brainstorming uses open-ended group thinking to pursue possible explanations for what has been observed.

Quality Management Decision-Aiding Tools

9. Process capability--statistical tools that help us understand the likelihood that a process will be able to make units that meet the engineers’ specifications.

10. Acceptance sampling—sample-based procedures that are used to decide whether or not to accept a batch as being made in conformance to a set of product specifications. 

11. Control charts--a sampling procedure for deciding if a process is operating under control.

The first eight tools were discussed in Shell 5.  In the following sections we describe the last three.

Process Capability Measures: Cp and Cpk
     As stated earlier, a key concept within TQM is the concept of variance.  Sources of variance are many, in part because activities are rarely done exactly the same way each time.   The output of a machine varies as a function of the raw materials being used, the setting on the machine, the extent of machine and tool wear, and the temperature on the factory floor.  The combined effect these factors have on the performance of a process is called process variation.  Process variation is the amount of variation one might expect if the process were operated the normal way using the normal input stocks and run the right way by a trained operator.  The process width,  (P), is the range of variable data readings taken under normal operation conditions.  Whether or not a process with a given P will be able to turn out acceptable products depends on what the process is being asked to do.  To understand why this is so, it is necessary to note that the specifications of a part is driven not by what the machine can do but by what the part’s dimensions needs to be.  Engineers define a part specification wide (S) that can satisfy the customers’ need for functionality and reliability.  S defines the desired level of dimension variance, i.e., the interval between the lower and upper limits on key performance 

dimensions.  The implicit assumption is that any part with dimensions that fall within this specification range will perform acceptably.

     Based on these two measures of variance, TQM practitioners calculate the process capability ratio:

Cp = Specification width / Process width

Most process distributions are open-ended, however, with only lower limits on performance data, so statisticians often set limits at 3 standard deviations on each side of the mean. The resulting range encompasses over 99 percent of a normal distribution.

      To illustrate the application of Cp, Exhibit 3 shows three different distributions of process performance data. All have the same specification width.

Exhibit 3

Three Possible Situations





                         Specification Width

Distribution A shows process variance that falls well within the specification width shown by the heavy line.  It is highly likely that all units produced by this process will meet the engineer’s design specifications.  The second distribution, B, has the same process width but it is incorrectly centered.  Hence more than half of the units produced by this process will fall outside the engineer’s specification.  Clearly an adjustment needs to be made.  Distribution C represents a bigger problem because the process width exceeds the specification width. The resulting Cp indicates that this process meets specifications only a fraction of the time. Such unacceptably wide process variance requires management intervention to reduce it. 

     In general, a larger Cp value indicates a more reliable and predictable process and a higher probability that the process will satisfy or exceed the engineers’ requirements. In fact, some buyers use Cp values as part of their supplier-selection mechanisms.  Before placing an order, such a firm requires evidence that the seller’s process can met or exceed some minimum Cp value in order to ensure that the process will be able to meet or exceed the needs of the customer as represented by the specification width.

Golf and Process Capability

     In the game of golf, the designers of golf courses are required to have greens with holes with a diameter equal to C.  Assume that you are as good as Tiger Wood.  The process width of your putting process has a process width of P=f(Distance).  Within six feet, P is less than C, i.e., you never miss a gimmie, i.e., a sure thing.  As the distance to the hole increases and the undulations of the green becomes greater, your process width increases while the hole remains the same diameter—it just seems smaller.

Some statistical musings of a hacker

     Cp effectively measures process capability, but only for a process with a centered distribution of performance data.  You are trying to hit the center of the hole--aren’t you?  The process capability ratio assumes that the mean of the process distribution coincides with the midpoint of the specification width.  That was not the case with Distribution B.  The value adjusts for any difference between the center of a distribution and the midpoint of the specification width by adding a correction factor to the calculation. Mathematically, Cpk equals

Cpk=  (Closest Engineering Specification – Process Width Mean) / (One half the process width)

This requires some explanation.  If a process is off center, then its mean is closer to one of the specification width end points than the other.  We use that point since it will denote the severity of the problem.  We use one half the process width because we used the mid-point of the process width to calculate.

     To illustrate how to calculate each of these process capability statistics, consider a problem with the following characteristics:



Process Width

Low value = 60.3    High value = 60.6       Process width mean = 60.5



Specification width
Low value = 60.2    High value = 60.6

Then



Cp = (60.6 - 60.2) / (60.6 – 60.3) = 0.4 / 0.3 = 1.33



Cpk = (60.6 – 60.5) / 0.5*(60.6 – 60.2) = 0.1/0.2  = 0.5

The fact that the process mean lies close to the upper limit of the specification width means that this process quite likely will produce an unacceptable number of off-spec parts—even though the Cp seems to indicate no problem.   As is the case with archery, aim matters.

     If engineers design parts that cannot be made given current process capabilities or operations managers assign workers to machines incapable of holding to the desired specifications, the result is often  poor quality and frustrated workers.  You have to have the right tools to do the job right.  Both Cp  and Cpk  provide operations managers with tools that help avoid product specification/process capability mismatches.

Acceptance Sampling

     With acceptance sampling, we are dealing with a similar problem but from a slightly different prospective.  The problem that acceptance sampling seeks to assist is the following:

Given a lot of goods that has just been delivered or produced, how can we tell if it is acceptable?

By acceptable, we mean, “Does an acceptable proportion of units in the lot meet part design specifications?”

We are not asking, “Are all of the units in the lot good?”

     Acceptance sampling is one of the oldest statistical methods in the OM Toolkit.  Recall that this tool was developed at AT&T in the 1920s.  In a sense, the importance of this tool has declined in part because many supply chain relationships have dissolved this problem by placing the responsibility for conforming to quality specifications squarely on the shoulders of the supplier.  In effect, modern supply chain management argues that one should only be buying goods from suppliers who have their act together.

     Nonetheless, there are situations in which the quality reliability of a supplier or a process are suspect.  Legal contracts may even require it as a part of a particular activity.  Hence we will proceed but will not try to give a full-blown coverage of acceptance sampling.  For a more detailed discussion, we refer you to the OM Toolkit or one of the references cited at the end of this shell.

     Given a need to assess the quality of incoming lots, the operations manager must select from one of two options—100% inspection or inferring a lot’s quality based on sample statistics.  In the past, inspecting 100% of the parts in a lot were impractical because it either cost too much or the nature of the testing process adversely impacted the quality of the good being inspected.  But with advances in automatic inspection technologies, this option should not be automatically ruled out.  Next time you open a bottle of beer, look at the bottle cap.  This item is subjected to 21 different online tests in a process that makes 10,000 caps per minute.

     The second option is to take one or more samples randomly from the lot.  Each item in the sample is measured or otherwise evaluated.  This measurement may record either variable data or attribute data.  For variable data, a sample mean is calculated.  For attribute data, the sample statistic usually is the number of bad products found in the sample.  The sample statistic is then compared to a performance metric, which is called the acceptable quality level (AQL).  If the sample mean falls in the unacceptable range, in a single sample procedure, the batch is rejected.  Otherwise the batch is accepted.  We used the term single sample procedure because some sampling plans call for additional information to be secured when the sample statistic falls in a gray area, i.e., the sample mean is close to being accepted but not quite.  

     To illustrate, suppose we needed to inspect incoming lots of 1000 parts.  We have decided that what we would like our sampling plan to do is reject any lot with a fraction defective greater than five percent, i.e., we would be willing to accept a lot with 950 on-spec parts but not 949.    What we would like is a sampling plan that would make the correct decision 100% of the time.  But if sample data is used to infer the actual fraction defective, mistakes will be made, i.e., good lots will be rejected or bad lots will be accepted. 

     To deal with these types of mistakes, the creators acceptance sampling use a performance metric which is called the operating characteristic curve.  The OC Curve describes the performance of the sampling plan.  In the ideal case, it will always be right, i.e., it will always accept the lot whenever the actual fraction defective is at or below the acceptable quality level, (AQL) which is defined as the poorest quality that we are willing to accept.  And we would want to reject the lot when the actual fraction defective is above the AQ.  

Exhibit 4

Acceptance Sampling Curves when AQL = 0.05






     

In acceptance sampling, we take a random sample, say of size 5, and then measure each part sampled by some means.  This information is then used to declare the acceptability of the lot.  If the number defective in the sample is zero, the chances are good that the lot is good.  But if the number of defective parts found is greater than zero, then one might infer that the lot’s fraction defective is greater than 5%.  Do we know this for sure—of course not but that is what statistical inference is all about.

         We can calculate the probability of making erroneous decisions by using statistics.  If the true fraction defective was zero, i.e., all 1000 parts are good, then the probability of rejecting an acceptable lot is zero.   What if the lot’s fraction defective was 0.05?    From statistics, we calculate the probability that a sample of size five could experience no bad parts.  This would be the probability  of getting five straight good products which would be:

                                     Pr{All Five Good} = (0.95)5 = 0.77

Which says that 23% of the time we will be accepting a lot when the true fraction defective of the lot is 0.05.  In the same manner, we could calculate the probability of getting five out of five good parts in each sample.  These probabilities define the shape of the OC curve shown on the right side of Exhibit 4.  Remember, this is the OC curve for a sampling plan in which we randomly take a sample of size five and only accept the lot when all five parts in the sample are good.

     We could continue by determining the height of the OC curve at each possible fraction defective.  Fortunately, the folks at the Columbia University Statistical Research Group have done all of this for us in the late 1940s, so if you need to calculate the numbers for an OC curve, you can refer to any quality control reference and look for the appropriate table at the end of the book.  

       The folks who created acceptance sampling also recognized that not all bad lots are equally bad.  For example, if the actual fraction defective in a lot was above 10%, we really want to reject that lot.   This upper limit is called the lot tolerance percent defective (LTPD).   If in our example, we used LTPD = 0.10, then the chance of our incorrectly accepting a bad lot is shown by the space noted by β that is shown in Exhibit 4.  The risk of accepting a bad lot when measured at the LTPD is known as the Consumers’ Risk.

       Type I errors occur whenever you reject a lot that is actually good enough to be accepted.  This is called the Producer’s Risk because the person making the goods incurs a cost when none should have been.  Type II costs occur whenever a lot that really should have been rejected is accepted, i.e., the fraction defective was in excess of the LTPD.  This is called the consumer’s risk because the customer incurs a subsequent cost when it starts to use the goods and finds a higher proportion of defective goods than it had requested.  

     In most sampling plans, when a lot is rejected, the entire batch is subjected to a 100% inspection with the bad units being replaced with good ones.  The average outgoing quality of the lots that passed inspection and the rejected lots that had the bad parts replaced with good ones, can be calculated using:

AOQ =  (p Pa (N – n)) / N

Where, N is the lot size, n is the sample size, p is the lot’s fraction defective, and Pa  is the probability of a lot being accepted p.  There is a slightly different formula for the case when the bad goods are just removed before shipping, but we need not go any deeper for now.

Control Charts

     The TQM statistical tools discussed so far have presented basically static information.  Histograms and check sheets, for example, consolidate data to show an overall picture of a process at one time.  Pareto analysis identifies and rank orders potential problem areas in a current process.  However, none of these tools accurately represents changes in performance data over time or the responses of data over time to variations in materials, employees, equipment condition, or methods.  TQM practitioners track process performance over time and assess the operations manager’s control of a process based on control charts.  Most readers treat statistical process control (SPC) and control charts as synonymous.

     A control chart plots data collected over time across a set of limits for the upper and lower boundaries of acceptable performance in Exhibit 5.  Sample statistics that fall between these two limits indicate acceptable performance; any points that fall outside these limits indicate problems with the process that generated the performance data.  Operations managers consider points outside acceptable limits as indicators of a need to intervene to improve the operation of the process.  They typically set performance boundaries to correspond to an interval plus or minus three standard deviations on either side of the mean of the distribution.  They attribute divergence from the mean of any points that fall between the upper and lower limits to random variations.   Sample statistics falling outside the limits indicate an underlying problem with the process.

Exhibit 5

Limits of Acceptable Performance for Control Charts

  










In this example, the process seems to be under control until the tenth sample.  Up to sample ten, we did not have sufficient information to reject the hypothesis that the process was under control.  But we should have noticed the downward trend.  Humans do not have to be complete automatons or slaves to control chart methodology.  If you see something good or bad happening, think about it and seek to avoid the bad and capitalize on the good.  The term out of control need not be bad.  Consider what would happen if you, as a C student, returned home after a semester with a straight A average.  Clearly you are out of control—but it isn’t bad.  You need to do find out what you currently are doing that is enhancing your performance metrics.      

       To construct a control chart, consider the following data, which was collected by an industrial engineer who took twenty samples of size 5.  The variable data collected is shown in Exhibit 6.

Exhibit 6

Hard Disk Seek Times in milliseconds

                                                                                            Sample

   Sample No.
   1
   2
   3
   4
   5
mean        Range


1
            12.2
12.3
12.4
11.8
12.7
12.3
0.9


2
            12.3
12.1
11.8
12.2
12.3
12.1
0.5


3
            12.4
12.7
12.3
12.5
12.3
12.4
0.4


4
            12.5
12.3
12.3
12.1
12.1
12.3
0.4


5
            12.1
12.4
11.9
12.0
12.3
12.1
0.5


6
            12.6
11.8
12.2
11.9
11.9
12.1
0.8


7
            11.8
12.1
12.5
12.8
12.5
12.3
1.0


8
            12.5
12.8
12.0
12.5
11.9
12.3
0.9

   9
            12.1
12.3
12.0
11.9
12.1
12.1
0.4

10
            11.2
12.3
11.8
11.7
11.9
11.8
1.1

11
            11.7
12.2
12.2
11.7
12.1
12.0
0.5

12
            12.4
12.2
12.1
12.1
12.1
12.2
0.3

13
            11.7
12.1
11.9
11.8
11.9
11.9
0.4

14
            11.8
12.2
12.2
12.1
12.2
12.1
0.4

15
            11.9
12.3
11.8
11.9
12.1
12.0
0.5

16
            12.3
12.4
13.0
12.3
12.2
12.4
0.8

17
            11.9
12.6
12.6
12.9
12.1
12.4
0.9

18      
            11.9      12.0
12.7
12.7
11.9
12.2
0.8

19
            11.4
11.6
12.4
11.9
11.8
11.8
1.0

20
            11.6
11.8
12.4
12.3
11.2
11.9
1.2

TQM practitioners use the following 10-step process to construct and use an x-bar   and   R –charts.

1. Initialize the system and collect data to calculate performance limits.  The data from which the analyst calculates the control limits for both charts should come from a process known to be under control. TQM practitioners often gather this kind of data from processes just after major overhauls, when they know that they can rely on smooth operations.  The nature of this data should match that of the process that the control chart will monitor.  In general, this data should reflect about 100 observations.

2. Group observations into samples. Next, the analyst groups observations into coherent samples that share some common trait (e.g., data from a single production run or from one day or shift).  For each sample, the control-limit calculation requires the number of observations (n).  In general, a larger sample size allows the analyst to calculate tighter limits, leaving a smaller gap between the upper and lower limits.  However, this increased precision comes at the cost of gathering more data.  The variable k denotes the number of samples needed for the control-limit calculation. Exhibit 6.12 groups the 100 data points into 20 samples of 5 observations, so n equals 5 and k equals 20.

3. For each sample, find the sample mean. For each sample, the analyst should calculate the sample mean, i.e., take the sum of the n measurements and then divide by n.  For the first sample from Exhibit 6, sum the five data points (12.2 +12.3 + 12.4 + 11.8 + 12.7 = 61.4) and divide by 5 to arrive at 12.3 after rounding.  Repeating this calculation for each sample gives the 20 sample means.

4. For each sample, find the range, R.  The range measures the difference between the largest and smallest values.  For the first sample in Exhibit 8, R equals 12.7 minus 11.8, or 0.9.  The analyst must repeat this calculation for every sample.

5. Calculate the overall mean, i.e., the average of the sample means.  This often is call x-bar-bar.  In our example the average of the sample means equals 12.14.

6. Calculate the average of the ranges.  In our example, this is 0.69.

7. Compute control limits.  To calculate the positions of the control limit lines, the analyst enters values from Exhibit 6 in the equations:


Upper control limit for x-bar  =  x-barbar     +   A2 * Rbar


Lower control limit for x-bar  =  x-barbar     -   A2 *Rbar

The values for A2 are taken from the following table, which is found in most statistics books.  The value A2 times R-bar equals three standard deviations.    


                         Values for Setting Control Limit Lines

n
  A2
  D4
  D3
2
1.880
3.267
0.000

3
1.023
2.575
0.000

4
0.729
2.282
0.000

5
0.577
2.115
0.000

6
0.483
2.004
0.000

7
0.419
1.924
0.076

The D3 and D4 values are used to calculate the upper and lower values for R charts.  To calculate the limits for control chart, the following procedures are used:

Central line = the average of the sample ranges, aka R-bar
Lower control limit = D3 * R-bar

Upper control limit = D4 * R-bar

After entering these values and the product performance data from Exhibit 6, these equations give the control limits for the chart, as summarized in Exhibit 7.

     Construct the control charts.  With this information, the analyst can construct the control charts.  By convention, the centerline appears as a solid line and broken or dotted lines mark the control limits.

     Plot the x-bar and R values on the charts drawn using the above boundaries.  These boundaries are then to be used to evaluate the outcomes of future sample statistics, i.e., for samples 21, 23 ,23, and so on.

     Document the procedures used to determine the control charts.  These define the procedures that are to be used in subsequent samplings.  When this is plotted using Excel’s graphics, we note that all sample means fall within the upper and lower control limits as is shown in Exhibit 7.

Exhibit 7

The x-bar chart during the first 20 periods
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Interpreting Control Charts: Usually, control charts point out problems as places where sample means or range values appear outside the control lines.  This signals managers or workers to stop the process to identify and correct the underlying problems that caused the faulty data.  Control charts may also indicate a need for intervention in the process in three other conditions, however.

1. Trends: A control chart indicates a trend when successive points seem to fall along a line moving either upward or downward.  A trend in control ch    art data indicates some continuing change in the process.  This may warrant intervention before the trend line progresses to generate an actual defect.

2. Runs: Truly random variations will not exhibit any pattern in the distribution of data around the central lines.  However, runs in a process place points in apparent cycle about the central line, defining a run of points above the central line followed by a run of points below.  Such cycles indicate systematic problems in the process that require attention.

3. Hugging: This occurs when various points appear so closely grouped around the central line that they seem to show no variation in the data.  Hugging usually indicates some intervention in the process to limit or eliminate variation. In other words, some action is masking the natural variation in the process.  The TQM practitioner must uncover and remove this limiting force, due to employee action or whatever cause, to reveal the true operation and natural variation in the process.  Hugging prevents the analyst from judging whether the process as currently constituted really operates under control or some outside force is taking unusual measures to produce acceptable results.

TQM and Statistical Methods

     A number of years back, a quality consultant posed a challenge to some managers.  He broke the managers into two groups and each was assigned the task of pounding a nail into a board.  The reward was a trip around the world--so both groups were highly motivated.  The first group was given a highly inspirational lecture on the importance of quality.  The second group was given a hammer.  Which group do you think will win?  The point is that TQM programs need tools--statistical and computer assisted methods to help managers glean meaning from data.

SUMMARY

    In this shell we did two things.  First, we provided a historical perspective of quality management and how it has impacted the operations management function.  Particular emphasis was placed on the works of Deming—the leading quality guru of the Japanese Quality Revolution.  Secondly, we introduced three new TQM tools,:process capability coefficients, acceptance sampling, and control charts.  While we do not want to imply that these are only tools in the Operations Managers’ arsenal, many of the other generic TQM tools were introduced earlier.  
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		Homework Problem # 8

				Sample #		1		2		3		4		5		x-bar		range

				1		12.2		12.3		12.4		11.8		12.7		12.3		0.9				12.53		12.13		12.3		11.74

				2		12.3		12.1		11.8		12.2		12.3		12.1		0.5				12.53		12.13		12.1		11.74

				3		12.4		12.7		12.3		12.5		12.3		12.4		0.4				12.53		12.13		12.4		11.74

				4		12.5		12.3		12.3		12.1		12.1		12.3		0.4				12.53		12.13		12.3		11.74

				5		12.1		12.4		11.9		12.0		12.3		12.1		0.5				12.53		12.13		12.1		11.74

				6		12.6		11.8		12.2		11.9		11.9		12.1		0.8				12.53		12.13		12.1		11.74

				7		11.8		12.1		12.5		12.8		12.5		12.3		1				12.53		12.13		12.3		11.74

				8		12.5		12.8		12.0		12.5		11.9		12.3		0.9				12.53		12.13		12.3		11.74

				9		12.1		12.3		12.0		11.9		12.1		12.1		0.4				12.53		12.13		12.1		11.74

				10		11.2		12.3		11.8		11.7		11.9		11.8		1.1				12.53		12.13		11.8		11.74

				11		11.7		12.2		12.2		11.7		12.1		12		0.5				12.53		12.13		12		11.74

				12		12.4		12.2		12.1		12.1		12.1		12.2		0.3				12.53		12.13		12.2		11.74

				13		11.7		12.1		11.9		11.8		11.9		11.9		0.4				12.53		12.13		11.9		11.74

				14		11.8		12.2		12.2		12.1		12.2		12.1		0.4				12.53		12.13		12.1		11.74

				15		11.9		12.3		11.8		11.9		12.1		12		0.5				12.53		12.13		12		11.74

				16		12.3		12.4		13.0		12.3		12.2		12.4		0.8				12.53		12.13		12.4		11.74

				17		11.9		12.6		12.6		12.9		12.1		12.4		0.9				12.53		12.13		12.4		11.74

				18		11.9		12.0		12.7		12.7		11.9		12.2		0.8				12.53		12.13		12.2		11.74

				19		11.4		11.6		12.4		11.9		11.8		11.8		1				12.53		12.13		11.8		11.74

				20		11.7		12.1		12.4		12.2		11.9		11.9		1.2				12.53		12.13		11.9		11.74

																12.135		0.685				0.8

				21		11.8		11.9		11.8		11.7		12.0		11.8		0.4

				22		11.7		12.0		12.0		12.0		12.1		12.0		0.4

				23		11.6		12.0		12.1		11.7		11.7		11.8		0.5

				24		11.7		12.0		12.1		11.6		11.5		11.8		0.6

				25		12.0		11.9		11.8		11.9		11.6		11.8		0.4

				26		11.5		12.1		11.4		11.5		11.7		11.6		0.7

				27		11.3		12.0		11.6		11.5		11.6		11.6		0.7

				28		12.0		11.8		11.4		11.5		11.8		11.7		0.6

				29		11.7		12.1		11.9		11.9		11.4		11.8		0.7

				30		11.5		11.4		11.9		11.9		12.1		11.7		0.7

				31		11.5		11.7		11.4		11.6		12.0		11.6		0.6

				32		12.0		11.8		12.1		11.8		11.7		11.9		0.5

				33		11.6		12.1		11.4		11.6		11.9		11.7		0.7

				34		11.4		11.8		11.7		11.6		12.0		11.7		0.6

				35		11.8		12.0		11.9		12.1		11.9		11.9		0.3

				36		11.4		11.6		12.1		11.5		11.7		11.6		0.6

				37		11.5		11.9		11.6		12.0		12.0		11.8		0.5

				38		11.5		11.6		11.4		11.4		11.4		11.5		0.2

				39		11.8		11.6		11.6		11.5		11.6		11.6		0.3

				40		12.0		11.4		11.8		11.7		12.1		11.8		0.7

				41		11.9		11.5		12.1		11.9		11.9		11.9		0.6

				42		11.6		12.1		12.0		11.7		11.6		11.8		0.5

				43		11.7		11.7		11.6		11.7		11.6		11.7		0.2

				44		11.9		11.5		11.8		11.8		12.0		11.8		0.5

				45		11.5		12.1		12.1		11.3		12.0		11.8		0.8

				46		11.7		11.4		11.7		12.1		11.7		11.7		0.7

				47		11.9		12.0		12.0		11.6		11.9		11.9		0.4

				48		12.0		11.4		11.9		11.8		11.7		11.8		0.6

				49		11.7		12.1		11.4		11.7		11.9		11.8		0.7

				50		12.1		11.5		11.8		12.0		11.7		11.9		0.6
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